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Cisco Webex App

9:41 ol ¥ @
QueStionS? < Catalyst 9000 Series Switching Family - ...
Use C|SCO Webex App to Chat session will talk about the component at the
. . heart of these switches which is the ASIC. It
with the speaker after the session will also cover common attributes,

technologies, and features in the Catalyst
9000 Switches.

Speaker(s)

HOW Kenny Lei

Cisco Systems, Inc. | Technical Market.

ﬂ Find this session in the Cisco Live Mobile App Categories

Technical Level

Intermediate (596)

o Click “Join the Discussion”

Tracks

Networking (220)

e Install the Webex App or go directly to the Webex space Session Type

Breakout (453)

Q Enter messages/questions in the Webex space Webex

w Join the Discussion

Notes

Webex spaces will be moderated by the speaker until 14 November 2025.

Enter your personal notes here

https://ciscolive.ciscoevents.com/
ciscolivebot/#BRKEWN-2046
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Agenda

Cisco IT use case

Wireless Network Deployment
APs Deployment

RF Design
WLAN Design
Wireless to Wired Design
Distribute or Centralize (the data plane)?

Best Practices

Monitoring and Troubleshooting
Conclusions
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Research Triangle Park (RTP) Campus

RTP is Raleigh, North Carolina

Second largest Campus after San Jose

Total 10 buildings. Each building is 60k sq. ft.
(5600 sq. mt) and has three floors

1300 APs, peak of 4k clients per day

Two SSIDs: Corporate and Guest

Catalyst switch infrastructure

Cisco ISE is used as AAA server

]
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Reference use case: RTP Campus

Guess who lives here? Oh yes, it’'s TAC and CX

Top applications by usage

Application Usage % Usage

8.51TB - 23.08%
Encrypted TCP (SSL) 6.81TB L 18.46%
Apple services 3.04TB u 8.25%
Webex Video 2.55TB | 6.91%
DNS 1.35TB 1 3.66%
Local Network SSL 1.35TB 1 3.66%
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RTP Campus - Cloud Management adoption

Cisco Catalyst Center
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Cisco —~~ N7
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WHY? And WHY now?
Wireless up for refresh

Cloud Managed to streamline IT
operations

”Eating our own dog food”
Need Campus Gateway for scale

Need some “Enterprise” features

=
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RTP Buildings

Typical carpeted office: mix of open spaces and offices
Three floors, very similar layout across floors. Medium client density

]
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Wi-Fi 7: what AP model?

CW9171lI

4 Spatial Streams

Omnidirectional

Dec 2025

© 2025 Cisco and/or its affiliates. All rights reserved.

CW9172H

6 Spatial Streams
Hospitality

CW9172I

6 Spatial Streams

Omnidirectional

Wi-Fi 7 | Global Use AP | Unified License | Al Optimized

CW9174E

8/10 Spatial Streams

External antennas

Dec 2025

CW9174l

8/10 Spatial Streams

Omnidirectional

Dec 2025

BRKEWN-2046

CW9176D1

12 Spatial Streams

Integrated Directional

UWB

CWa176l

12 Spatial Streams

Omnidirectional

CW9179F

16 Spatial Streams
LPV/Stadium

CW9178lI

16 Spatial Streams

Omnidirectional

UWB
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Cisco Wireless 9178 Access Point

. . Hexa-Radio Architecture
CISCO@ ereless 91 78 * 2.4 GHz Serving Radio 4x4:4SS

Global Use AP, Tri-Radio with 16 Spatial Streams! />

)

5 GHz Serving Radio 4x4:4SS

5 GHz Serving Radio 4x4:4SS*

6 GHz Serving Radio 4x4:4SS

Dedicated Tri-band scanning Radio (Al/ML)
* 2.4 GHz loT Radio

* 5GHz - Single or Dual Radio, Default Operation -
Single 5GHz Radio

* 10 Gig Dual Ethernet
PoE & Link Redundancy

* Omni directional: 2.4 GHz: 4dBi, 5 GHz: 5 dBi, 6GHz: 6dBi
* Built-in UWB, GPS/GNSS Location capabilities

)>> * External GPS/GNSS Antenna Port*
* loT: 2.4 GHz loT Radio, Application Hosting Technology

al I I l I l d I I I ( : d d O | * Built-in USB Port: 9W of OUtpUt power
]
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Cisco Wireless 9178 Access Point

Hexa-Radio Architecture

« 2.4 GHz Serving Radio 4x4:4SS

5 GHz Serving Radio 4x4:4SS

5 GHz Serving Radio 4x4:4SS*

6 GHz Serving Radio 4x4:4SS

Dedicated Tri-band scanning Radio (Al/ML)
2.4 GHz loT Radio

* 5GHz - Single or Dual Radio

10 Gig Dual Ethernet
PoE & Link Redundancy

« Omni directional: 2.4 GHz: 4dBi, 5 GHz: 5 dBi, 6GHz:
6dBi

* Built-in UWB, GPS/GNSS Location capabilities

« External GPS/GNSS Antenna Port*

* loT: 2.4 GHz loT Radio, Application Hosting Technology

* Built-in USB Port: 9W of output power

]
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Wi-Fi 7: Enough power on the switch?

New Device Health tab will tell you...

€ Access points €« >

rtp9-31-cap14 @ onine

CW91781 8c:88:81:19:93:30 Summary Ports Device Health Event log Timeline Location Connections Performance Tools LAN AFC
System Resources
2
@ CPU® @ Good 12% Memory © @ Good 26% (707.7 MB out of 2.6 GB)
100 100
Cisco Systems.
Building 9 o ® 75 £ 75
5 =
5
§ 50 E 5o
Google Map data €2025 ] E
© c
g 25 2 25
Address S A =
0 0
- 17:00 20:00 23:00 02:00 05:00 08:00 11:00 14:00 17:00 20:00 23:00 02:00 05:00 08:00 11:00 14:00
blizzard (broadcasting)
internet (broadcasting) System Status
BSSID details
Power
Firmware
Up to date
Current version: MR 31.2.5.1 Consumption by AP Power Source
Upgrade Status 17.16 W

Port 0: PoE 802.3bt  Port 1: No PoE

Open source licenses &

Serial number
QSBJ-YZ96-3E7D (Meraki) Power mode
WVN2B4706C7 (Catalyst)

Configuration

Up to date W Full power W Unplanned low power
Power

17.16 W

Port 0: PoE 802.3bt AP reboot

Port 1: No PoE

Down Tilt Angle
Angle: 0° @ W Planned reset B Unplanned reset M Operational M Device Offline M Connectivity Issue

© 2025 Cisco and/or its affiliates. All rights reserved. BRKEWN-2046 CIsco



CW9178Il Power over Ethernet

Default Configuration (Fixed Power profile)

802.3af
(PoE)

802.3at*
(PoE+) 8** 2x2 2x2 (LB) 2x2(HB) 2X2 2.5G
(Quad Radio)

802.3at*
(PoE+) 8** 2Xx2 4x4(FB) Disabled 2Xx2 2.5G
(Tri Radio)

802.3bt

(POE++/UPOE) 16 4x4 4x4(LB) 4x4(HB) 4x4 10G

Note:

1. *For full radio operation - AP needs more than 30W of power with Type 3 IEEE 802.3bt/ Class 6

2. **Starting IOS-XE 17.15.3 release, 6 spatial streams support in IOS-XE 17.15.2, with 2x2:2 on 2.4/5/6 GHz radios

3. CW9178I can operate as a Tri-Radio with 5 GHz radio operating in 4x4 Full Band (or) operate as Quad-Radio with 5
GHz in Slot 1 as 4x4 Lower Band (UNII-1 &2) and Slot 2 as 4x4:4, Higher Band (UNII-2C&3)

4. CW-INJ-8, AIR-PWRINJ7, MA-INJ-6 are Cisco’s 802.3bt power injectors

© 2025 Cisco and/or its affiliates. All rights reserved. BRKEWN-2046

NA Disabled Disabled Disabled 1G Disabled Disabled Y

2.5G Disabled Y

2.5G Disabled Y

10G Yes/9W Y

PHY = Physical layer

PoE = Power over Ethernet

UPoE = Universal Power over Ethernet

FB: Full 5Ghz band

LB: Lower 5Ghz band

FB: Higher 5Ghz band il



Wi-Fi 7 - Enough power on the switch?

If you don’t have enough power, then you can use Power Profiles to decide what to power...

2 Wireless Monitor
Overview

Il Insight
Access Points

®  Organization Air Marshal
Location Heatmap

- Splash Logins

Q, Find in Menu

PCI Report

Bluetooth Clients
RF Spectrum

Health

© 2025 Cisco and/or its affiliates. All rights reserved.

Configure

SSIDs

Access Control
Firewall & Traffic
Splash Page
SSID Availability

loT Radio Setting

Port Profiles

Power
Settings

PP PP n

Power Settings rew

Degraded PoE

Degraded PoE Profiles

Configure the power settings for your devices when they are in a degraded state.

Cwe1781  CW91761

Power Settings new

Degraded PoE

Degraded PoE Profiles

Configure the power settings for your devices when they are in a degraded state.
(®) Device defaults Default ©
CW91781  CW9176I

Devices with 4-radio configurations will use 'Quad-radio’ values, while devices with 3-radio configu
nterface ID Device defaults Default @
2.4GHz

(@) Tri-radio
5 GHz
5 GHz Interface ID Parameter value

2.4 GHz 2x2
6 GHz

5 GHz Disabled
Ethernet 0

5 GHz 4x%4
Ethernet 1

6 GHz 2x2
use

Ethernet O 2500 Mbps

Ethernet 1 2500 Mbps

Tri-radio
usB Disabled

[ Dual-radio, Single-Ethernet

L Dual-radio, Dual-Ethernet

Dual-radio, Single-Ethernet

Dual-radio, Dual-Ethernet

@ Cancel  Set CWD178I degraded mode defaults to "Tri-radio’

BRKEWN-2046
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AP’s connection to the access switch

RTP Floor 1

e

Area coverage
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‘ |
If AP to switch distance allows it, “salt and pepper” APs to IDFs
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AP’s connection to the access switch

RTP Floor 1

Area coverage

L |

Less coverage but still able to connect

]
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AP’s connection to the access switch

If AP to switch distance allows it, “salt and pepper” APs to IDFs

About “Salt and Pepper”

 Every other AP connected to a different switch or IDF

* Increases overall redundancy and high availability of the solution

* |If one IDF goes down, coverage in an area of the floor is not lost, but capacity is reduced
« Should consider cable length and cost for wiring the APs to different IDFs

- For distributed data plane design (bridge mode) need same AP and client VLANSs in both IDFs

]
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Advanced RF features used

Minimum bitrate configuration Per band

Set the minimum bitrates for the 2.4 & 5 GHz radios separately below.

O PerssiD

Set the minimum bitrates per SSID

SSID name Min bitrate

Meraki 1 &
casa-arena 1 &
Green mn &
test 1 &

Per band vs
settings

per SSID

Min. received power (RX-SOP)

Disabled Enabled
s

Listen for clients farther away Ignore weaker clients

5 -84 - 91 -80 -89 -88 -B7 -86 -85 -B4 -83 -82 -&1 -80 -78 -78 -77 -76 -75 -74 -73

Fine tune with RX-SOP

© 2025 Cisco and/or its affiliates. All rights reserved.

Radio transmit power range [dBm)

Transmiz sharber distance

Tranamii Parther

O O

Minimum bitrate

Lowser Dansity Higher Denaity

—/ ¥

Only Scanning during the Ch. Change

busy hour

AutoRF (RMM) > Al Enhanced RRM

]
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RTP Campus - RF Profile

Radio settings

Overview RF profiles RRM

View old version

o »:':'_Rﬂh'llﬂ:ishisF Health for the 5 GHz band is 44% better than that of lega RFcombined KPI CO—Channel
is network's or the z band i r than gacy re . . 1t 1
More details H 1
(More sets ) channel changes, etc. channel planning connected clients
BAND CHANNEL ACCESS POINT TAG ACCESS POINT MODEL RF PROFILE RF HEALTH SCORE
REGULATORY DOMAIN
5 i All - All v Al - All - All FCC Edit
Summary RF Performance @ Good RF Coverage @ Good
1282 140 1 V 100 0% 47 Medium (7) High (48 dB)
Active Radios Clients RRM Changes RF Health High CCl © Mitigations © AP density Connectivity

% APs with poor co- Number of AP neighbors
channel interference seen at or above -70 dBm

Al driven RRM changes

]
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TP Campus - RF Profile

Radio settings

Overview RF profiles RRM

B AI-RRMInsights
This network's RF Health for the 5 GHz band is 44% better than that of legacy RRM peers.

BAND CHANNEL ACCESS POINT TAG ACCESS POINT MODEL RF PROFILE RF HEALTH SCORE
REGULATORY DOMAIN
5 v All v Al v Al - Al v All FCC Edit
Summary RF Performance @ Good
1282 140 1 100
Active Radios Clients RRM Changes RF Health

General

General

Profile name

Band selection

Flex radio selection

High CCl ©

* One RF profile for all indoor APs

» Band selection per SSID:
* Employee SSID on 5/6 GHz
* Guest on SSID on 2.4/5Ghz

» Client Load Balancing is OFF

© 2025 Cisco and/or its affiliates. All rights reserved.

Minimum bitrate configuration

Client balancing

BRKEWN-2046

Standard_AI_RRM

All SSIDs Per SSID
A
Name 2.4 GHz 5 GHz 6 GHz Band steering €@
blizzard
internet :' L
ot S,
Access point model Band preference Radios
MRS57 5GHz = 2.4 GHz and Dual 5 GHz
CW91661 6 GHz ~ 2.4 GHz, 5 GHz and 6 GHz
CWwo166D1 6 GHz ~ 2.4 GHz, 5 GHz and 6 GHz
Ccwo178l 3 Radios ~ 2.4 GHz, 5 GHz and 6 GHz
Cwa176l 24GHz -~ 2.4 GHz, 5 GHz and 6 GHz
CWo176D1 24GHz ~ 2.4 GHz, 5 GHz and 6 GHz
cwoi72l 3 Radios ~ 2.4 GHz, 5 GHz and 6 GHz

O Perband

Set the minimum bitrates for the 2.4 & 5 GHz radios separately below.

Per SSID

Set the minimum bitrates per SSID

[ on | om ]

Client Balancing uses information about the state of the network and wireless client probes to steer the
client to the best available access point during association. Read more about client balancing here.

ol
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RTP Campus - RF Profile

6 GHz

Channel width Auto

Manual 6 GHz channel width

Disable auto channel width by manually selecting a channel width for the access points in this profile.

20 MHz (59 channels)

ironments e:

40 MHz (30 channels)

For low to medium densi

oyments

© 80 MHz (15 channels)

For low d
bandwidt

problems.

evices. Increases risk of interference

160 MHz (7 channels)

er channel width will allow higher client throughput but validate if the
t device supports 160MHz as this is may not be supported by client

ces.

320 MHz (3 channels)

ints that do not support Wi-Fi 7 will use their maximum su

ith

Channel assignment method Unless manually overridden, AutoChannel will assign radios to channels with low interference.

Change channels used by A

Radio transmit power range (dBm)
Transmit shorter distance

O O

Min. received power (RX-SOP) Disabled Enabled

Listen for clients farther away Ignore weaker clients

Transmit farther

© 2025 Cisco and/or its affiliates. All rights reserved.

Channel Width set to 40 MHz on 5GHz
Channel Width set to 80 MHz on 6GHz

24 Mbps min data rate across all bands
Min. received power (RX-SOP) at -80 dbm

BRKEWN-2046
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Al-Enhanced RRM
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Al-Enhanced RRM improves wireless reliability

5 8

Trend-Based RRM
Optimize RF with weeks of historical analysis

Flexible Radio Assignment

Optimize band selection to minimize 2.4 GHz
interference

Busy Hour Aware

Minimize disruptive changes during the critical
times of day

© 2025 Cisco and/or its affiliates. All rights reserved. BRKEWN-2046

Radio settings
Overview RF profiles Al-RRM

Trend-based RRM @D cnanle

Trend-based RRM uses an Al engine to improwe the network performance

Flexible Radio Assignment

t) Emable
FRA optimizes

Schedule (UTC-7)

B The Al-RRM estimated busy hour for this network is 5:00 to 4:00

hie 2.4 GHz band by strategically disabling redundant radios

]
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Al-Enhanced RRM: how does it work?

New telemetry data is now sent from APs to the Meraki Cloud for enhanced RRM decisions.

Noise Floor

AP Neighbor

AP Radio Channel Power
AP Radio

AP Channel

RRM Measurement Interference

RRM Measurement Noise

RRM Coverage Client Info
RRM Measurement Load

© 2025 Cisco and/or its affiliates. All rights reserved.

Al-Powered Auto RF

Meraki

BRKEWN-2046

®

Optimizations
,‘ configured
—
|
o Optimized Wireless
N Experience
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Al-RRM on Dashboard - Now GA

Wireless > Radio Settings: RF Health score
 Originated from Wireless Config Analyzer tool*

« Now available across all networks on Al-RRM and Non-Al-RRM networks

Radio settings

RF profiles  RRM

RF Health trend Last 24 hours R

Summar, y RF Performance  © Geod
1282 706 2 100 0% 47
RRM Changes. RF Health High €C1 @

Mitigations G

Client Score & Good

Interference Score Good
Refresh AF ) (2

Neighbor Score @& Good

Noise Score @ Good
RF Profile v

28 (Autol

p & & & & & & & & & & & 0| -
p © 0 0 6 0 © 0 & 0 O 0 O O 7
f 28 83 8 8 % @8 8 % 8 8 8 3 & &

* https://developer.cisco.com/docs/wireless-troubleshooting-tools/wireless-config-analyzer/

]
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Al-RRM: Before & After - Measurable Al Advantage

Typical Network example with medium network density

22% RF health score improvements 69% less High Co-Channel Interference

AI'RRM insights 5 GHz Total radios: 38 X
@D A-RRM impact

High Co-Channel Interference Lastenabled May 8, 2025

E) Insight: 69% less high co-channel interference radios, after AI-RRM was enabled.
RF Score Last enabled May 8, 2025

—o— Using AI-RRM  —e— Using legacy RRM
[} Insight: 22% RF Health Score improvement, after AI-RRM was enabled. g glegacy

30%
—o— Using AI-RRM  —#— Using legacy RRM

Good W .

Fair

0%

Poor

May 4 May 5 May 6 May 7 May 8 May 9 May10 May11 May12 May13 May14 May15 M

May 4 May 5 May & May 7 May 8 May 9 May10 May1l May12 May13 Mayl4 Mayl15 M:

Before AI-RRM gets enabled, using legacy RRM (autoRF)

After customer enabled AI-RRM

© 2025 Cisco and/or its affiliates. All rights reserved. BRKEWN-2046 CIsco



Al-RRM vs RRM*: what you need to know

RRM (AutoRF) Al-RRM

Runs on last 15 Trend based algorithm. 14
RRM mins of data days augmented telemetry
algorithm (NDP, Noise, Channel
Per-AP Utilization, etc.)
optimization per-Network optimization
Marks and avoid
Al Charmel DFS/RF Jammed No changes
Planning
channels
RF changes optimized for
RF changes are busy hours using trend-
Busy hour based on last 15 based telemetry.
mins of data Busy hour collection, off-
peak changes

*AutoRF is rebranded as RRM

© 2025 Cisco and/or its affiliates. All rights reserved.
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Al-RRM vs RRM*: what you need to know

RRM (AutoRF) Al-RRM MR-ENT MR-ADV
Runs onlast 15  Trend based algorithm. 14
RRM mins of data days augmented telemetry
algorithm (NDP, Noise, Channel autoRF based Al-RRM based
Per-AP Utilization, etc.)
optimization per-Network optimization
Al Channel Marks and avoid
: DFS/RF Jammed No changes No changes No changes
Planning
channels
RF changes optimized for
RF changes are busy hours using trend-
Busy hour based on last 15 based telemetry. autoRF based Al-RRM based
mins of data Busy hour collection, off-
peak changes

*AutoRF is rebranded as RRM

© 2025 Cisco and/or its affiliates. All rights reserved.
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WLAN Design
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WLAN Design for 6Ghz (Wi-Fi 6E & 7)

WPA3/Enhanced Open Protected Management
Mandatory Frame (PMF) Mandatory

Enhanced ciphers for

WPA3-SAE & OWE*

New AKM support for
WPA3-SAE*

* (AKM: 24 & 25), (Cipher: GCMP 256)

Beacon Protection
(WPA3 mandatory for
11be MCS rates & MLO)

CCCCC



Wi-Fi 6E & 7 Security

Enterprise

2!

For your reference

WPAS3 Enterprise

WPA?3 Enterprise

WPAS3 Transition

WPA3 192bit
Security

WPA2

802.1x-
SHA256

802.1x-
SHA256

802.1x,
802.1x-
SHA256

SUITE-B-192

802.1x

v

Optional

v

Optional

*Implicitly enabled (no explicit configuration needed)

AP Beacon Protection enabled with 11be

© 2025 Cisco and/or its affiliates. All rights reserved.

v
v

X

v

X
v
v
X

Wi-Fi 7

Wi-Fi 6
Wi-Fi 7
Wi-Fi 6

Wi-Fi 7

Wi-Fi 6, Legacy

Allows legacy
clients in 2.4/5 GHz
bands

Allows legacy
clients in 2.4/5 GHz
bands

AKM = Authentication and Key Management

SHA-256 = Secure Hash Algorithm (SHA) 256 bit

CCMP (Counter Mode Cipher Block Chaining Message Authentication Protocol)
GCMP (Galois Counter Mode Protocol)

BRKEWN-2046

lllllllla
cisco



Wi-Fi 6E & 7 Security

Personal

S

For your reference

WPA3 Personal

WPA3 Personal

WPAS3 Transition

WPAZ3 Transition

WPA2

*Implicitly enabled (no explicit configuration needed)

AP Beacon Protection enabled with 11be

© 2025 Cisco and/or its affiliates. All rights reserved.

SAE, SAE-
EXT-KEY

SAE

PSK, SAE,
SAE-EXT-
KEY

PSK, SAE

PSK

v/

'

Optional

Optional

Optional

v

v

N

BRKEWN-2046

v/

X

Wi-Fi 6
Wi-Fi 7

Wi-Fi 6

Wi-Fi 6
Wi-Fi 7

Wi-Fi 6

Wi-Fi 6, Legacy

Allows Wi-Fi 6 Clients
in 2.4/5 GHz

Allows Wi-Fi 6 Clients
in 2.4/5 GHz

Allows PSK clients in
2.4/5 GHz bands

Allows PSK clients in
2.4/5 GHz bands

Allows legacy clients in
2.4/5 GHz bands

AKM = Authentication and Key Management

SHA-256 = Secure Hash Algorithm (SHA) 256 bit
CCMP (Counter Mode Cipher Block Chaining Message Authentication Code Protocol)

GCMP (Galois Counter Mode Protocol)

lllllllla
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Wi-Fi 6E & 7 Security

Enhanced Open

Wi-Fi 6 Allows Wi-Fi 6 Clients in
Enhanced Open  OWE Required v/ v/ 2.4/5 GHz
Wi-Fi 7
\/ x Wi-Fi 6 6 GHz supported.
Enhanced Open OWE Required Wi-Fi 6 Clients in 2.4/5
GHz
No 6 GHz, No Wi-Fi 7
Enhanced Open : v R Requires 2 SSIDs
(Transition) DUE saalliee NA LAl Legacy clients in 2.4/5
GHz
*Implicitly enabled (no explicit configuration needed) AKM = Authentication and Key Management
SHA-256 = Secure Hash Algorithm (SHA) 256 bit
AP Beacon Protection enabled with 11be CCMP (Counter Mode Cipher Block Chaining Message Authentication Code Protocol)

GCMP (Galois Counter Mode Protocol)

© 2025 Cisco and/or its affiliates. All rights reserved. BRKEWN-2046
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WPA3 Transition

mode

. & . . - "3

v RSN Capabilities: Ox@0a8

RSN Pre-Auth capabilities: Transmitter does not support pre-authentication
RSN No Pairwise capabilities: Transmitter can support WEP default key © si
RSN PTKSA Replay Counter capabilities: 4 replay counters per PTKSA/GTKSA/S
RSN GTKSA Replay Counter capabilities: 4 replay counters per PTKSA/GTKSA/S

Management Frame Protection Required: ralse |
Trye

Management Frame Protection Capable:

Joint Multi-band RSNA: False
Peerkey Enabled: False
Extended Key ID for Individually Addressed Frames: Not supported

« WPAS3 Transition mode is about advertising one SSID with both WPA2 and WPAS3

Authentication Key Methods (AKMs) and PMF set to optional, in both 2.4 and 5Ghz

« WPAS3 capable clients can join using WPA3

* Note: Some older clients and OS can get confused by the multiple AKMs in the beacons.

Whenever possible, important to test.

© 2025 Cisco and/or its affiliates. All rights reserved.
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6GHz and Wi-Fi security requirements

WPA3 Encryption and Configuration Guide

Click B#-5E for Japanese — TABLE OF CONTENT S
1. WPA3 Overview

WPA3 Ovel’view 11. Supported WPA3 Modes

7
2. WPA3 Requirements in Wi-Fi 6E (6 GHz) :
2.2. WPA3 Requirements in Wi-Fi 7:

3. Migration Consi

4. Network preparation before enabling Wi-Fi 7
It is designed to 5. Configuration Workflow
51. WPA3 Enterprise

511 WPA3 Only

51.2. WPA3 192-bit Security

5.1.3. WPA3 (Enterprise) Transition Mode
5.2. WPA3-Personal

5.21. WPA3 Only (Personal)

5.2.2. WPA3 Transition Mode
5.3. Enhanced Open (OWE - Opportunistic Wireless
Encryption)
531 OWE

5.3.2. OWE Transition Mode
5.3.3. Limitations for OWE Transiton Mode
e Configuration Per SSID Group

1997 2004

Wi-Fi Protected Wi-Fi Protected
Access (WPA) Access lIl (WPA3)

802.11 Ratification Wi-Fi Protected
Wired Equivalent Access Il (WPA2)
Privacy (WEP) 2003

2. WPA3 Requirements for 6 GHz operations and Wi-Fi

WPAZ3 + Protected Management Frame (PMF,
802.11w) is mandatory for 6Ghz

Transition mode is a valid option to move
clients to a more secure Wi-Fi on 2.4 and 5GHz
WPAZ3 Enterprise Transition mode is supported
starting MR 31.1.1

WPAZ3 Personal Transition mode is supported
starting MR 31.1.6

Note: Transition mode is not an option for OWE
as clarified in WPA3 v3.4

Deployment guide recently updated
https://documentation.meraki.com/MR/Wi-

Fi_Basics _and Best Practices/WPA3 Encrypti

© 2025 Cisco and/or its affiliates. All rights reserved.
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https://documentation.meraki.com/MR/Wi-Fi_Basics_and_Best_Practices/WPA3_Encryption_and_Configuration_Guide
https://documentation.meraki.com/MR/Wi-Fi_Basics_and_Best_Practices/WPA3_Encryption_and_Configuration_Guide
https://documentation.meraki.com/MR/Wi-Fi_Basics_and_Best_Practices/WPA3_Encryption_and_Configuration_Guide
https://documentation.meraki.com/MR/Wi-Fi_Basics_and_Best_Practices/WPA3_Encryption_and_Configuration_Guide

WLAN Design for 6Ghz and WPA3 (Wi-Fi 6E & 7)

What options would you have?

”All-In”: Reconfigure the existing WLAN to WPA3, one SSID for all
radio policies (2.4/5/6 GHz) - Most Aggressive

“Multiple SSIDs”: Redesign your SSIDs, adding SSID/WLAN with
specific security settings - Most Flexible

“Transition mode SSID”: Use Transition Mode in 2.4 and 5GHz to
support multiple security in different bands - Most Conservative

If you CANNOT control clients, Transition Mode is a viable option

]
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Wi-Fi 7 security requirements

This is a valid SSID security configuration for broadcasting it in 6Ghz (Wi-Fi 6E)

SSID

[ CG1-WiFi7-SAE - ]
Basic info
SSID (name) CG1-WiFi7-SAE
SSID status
WPA encryption @ WPA3 only ~
8021w © Enabled (allow unsupported clients)

Security WPA3 SAE configured
© Required (reject unsupported clients)

Open (no encryption) .
) Disabled (never use)
Any user can associate

Opportunistic Wireless Encryption (OWE) Mandatory DHCP Enabled Disabled

Any user can associate with data encryption

© Password
Users must enter this key to associate: €@

Advanced WPA3 Settings (Cipher and AKM suite settings)

sessssssnssns

B WPA3 Cipher Suite [ | GCMP 258
WPA3 AKM Suite SAE
T SAE-EXT

| @ Certain Cipher suite and AKMs are required for capable APs to operate in 802.11be (Wi-Fi 7) mode. Please refer to documentation for more details.

]
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Wi-Fi 7 security requirements

This is a valid SSID security configuration for broadcasting it in 6Ghz (Wi-Fi 6E)

WPA encryption

802.11w

Mandatory DHCP

Advanced WPA3 settings

WPA3 Cipher Suite

WPA3 AKM Suite

Certain Cipher suite and AKMs at

T

© 2025 Cisco and/or its affiliates. All rights reserved.

WPA encryption ©

802.11w @

Mandatory DHCP

Advanced WPA3 settings

WPA3 Cipher Suite

WPA3 AKM Suite

WPA3 only ~

Required (reject unsupported clients)

Enabled

(Cipher and AKM suite settings)

Disabled

» Additional cipher and
AKM for Wi-Fi 7

WPA3 only =

Enalled (allow unsupported clients)
uired (reject unsupported clients)

isabled (never use)

Enabled Disabled

GCMP 256

SAE-EXT

BRKEWN-2046
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Wi-Fi 7 security compliance

Use Case

Guest access

Corporte/Secure/RADIUS auth

loT/OT/Guest (PSK based)

Security encryption today

Open

WPA2

WPA2

Wi-Fi 7 compliant SSID

OWE

WPA3 OR

WPAS3 transition (Enterprise)

WPA3 OR

WPAS3 transition (SAE)

IMPORTANT:|For MR 31.1.x, all SSIDs on

© 2025 Cisco and/or its affiliates. All rights reserved.

BRKEWN-2046

the Dashboard network must be Wi-Fi 7
compliant to enable Wi-Fi 7 via RF profiles

Workaround: Only enabled SSIDs are
considered for Wi-Fi 7 compliance. Use
SSID availability tags to prevent Legacy
SSIDs to be broadcasted on Wi-Fi 7 APs.

Note: Support for per-SSID Wi-Fi 7
enablement is in R32.1.4 (now in Beta)

]
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Wi-Fi 7 compliance requirements: Workaround

Access control

. This SSID is WPA2 > doesn’t meet the
requirement for 6GHz and Wi-Fi 7

SSID (name) casa-arena
SSID status I Enabled Disabled
Hide SSID

o Wi-Fi 7 SSIDs are not broadcasted on
the Wi-Fi 7 AP

Wi-Fi 7 requires high wireless security encryption. Selected encryption type does not meet the requirement. Please check documentation for more details.

A Wi-Fi 7 requires higher wireless security encryptions. Below SSIDs do not meet the minimum criteria:
ISSID 2 - casa-arena I

Please check documentation for more details.

802.11be on Off

802.11be allows capable APs to operate in 802.11be or 802.11ax mode.

]
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Wi-Fi 7 compliance requirements: Workaround

SSID availability

Use device Tag to Enable WPA2 SSID only on older APs

SSID: [ casa-arena v

Visibility [ Advertise this SSID publicly v|

Per access point I Enabled on some access points... VI
availability @

Only enable on access points with any of the following tags:

WPA2 | x 3 access points matched

Wi-Fi 7 SSIDs are now broadcasted on Wi-Fi 7 APs

.
X
This organization will automatically approve all temporary permission requests. Auto approval should only be enabled for non-customer, internal facing organizations. IPhOI"Ie

= _>| Multi-Link Operation (MLO) Details;l
= <>

Radio#1 - 5 GHz

ENOIER Ports | Device Health | Eventlog | Timeline | Location = Connections | Performance = Tools | LAN

* CW9176D1 MAC address: 7a:72:b2:20:43:5
CW9176D1 |
Live data Channel Width: 80
- iPhone associates with MLO——
< ore Signal strength: 0

Villa Lena Gardet
Villa Lena Garden AP port profile

@ i
= use network default (none currently set)
'a 3 Uplink (see/edit all profiles) Radio#t? - 6 GHz
&
‘i\if MAC address: d2:74:d2:1b:19:47
)
& WPAZ3 SSIDs are broadcasted S
3 , & Uplink traffic Ch. |: 85
annel:
WPAZ2 SSID is NOT broadcasted
50 Kb/s |
0Kb
: " 11:34:45 11:34:50 11:34:55 11:35:00 11:35:05 11:35:20 11:35:25 11:35:30

ifi7-SAE %

Current clients & 2

escription
M

wifi7-dot1x %
Wifi7-WPA3-transition %

IP address VLAN MAC address Usage Associated for Channel Current channel width Signal strength

wifi7-SAE

10.30.018 native b2:81:46:0c:49:2a 57 KB 47 seconds
RSSID Detai

]
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Wi-Fi 7 security compliance: what changes in 32.1.47

802.11be

All SSIDs Per SSID Group

BETA

A\ Wi-Fi7 cannot be enabled because following SSIDs do not meet the security requirements:

SSID 0 - CG1-PSK

Wi-Fi 6E and Wi-Fi 7 introduced MBSSID (Multiple SSID), which allows groups of four SSIDs to be advertised
within a single Beacon or Probe Response frame in the 6 GHz band.

The dashboard supports four MBSSID groups (SSID Group), each containing four SSIDs.
In earlier releases, all SSIDs transmitted by the AP were required to be Wi-Fi 7 compliant.

off

Please check documentation for more details.

Enable 802.11be on supported APs.

© 2025 Cisco and/or its affiliates. All rights reserved.
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Wi-Fi 7 security compliance: what changes in 32.1.47

» Per-group SSID configuration is available starting in MR 32.1.4.

* For an AP to advertise a group’s Wi-Fi 7 capability, all SSIDs in that group must be Wi-Fi 7 compliant. If any
SSID in the group is not compliant, the group’s capability is reduced to Wi-Fi 6.

802.11be

All SSIDs Per SSID Group °¢™ off
A
SSID Group 802.11be
v SSID#1-4
#1CG1-PSK 4 does not comply with Wi-Fi 7 security encryption standards |g SSI D nOt Com pla i nt’
‘ . WI-Fi7 not advertised
v SSID#5-8 '
#5 CG1-WiFi7-SAE <
| Fully compliant, SSID
advertised as Wi-Fi 7
> SSID#9-12 »
> SSID#13-15 a»

]
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Wi-Fi 7 security compliance

Wi-Fi 7 capable client can now connect at 802.11be rates and with MLO (Multi Link Operations)

<« Clients

WirelessTME-Win1 .
Client page

Overview Connections Performance Roaming Timeline Stored captures Logs

Client connectivity = Last day v

Current @ Online  Wireless Sep 24, 2025, 07:19 (UTC -7)

Client connections

aF----------- ©------m--n- =
WirelessTME-Win1 LabW-AP9178-1
Client details
Status Currently connected since Sep 24 07:18 IPv4 address 10.9.10.11 Device policy Normal
o : IPv6 address Unknown Bandwidth Unlimited
SSID CG1-WiFi7-SAE
MAC address 3c:0a:f3:66:45:c9 Layer 3 firewall 2 rules
Access point LabW-AP9178-1
VLAN ID 910 Layer 7 firewall O rules
Link O signal 61db
Channel 157 . Port forwarding  None
5GHz M LO I nfo 1:1 NAT IPs None
Link 1 signal 0db
Channel 21
6GHz
Device type, OS CLOUD Network Technology..., Windows 10

Device capable Wi-Fi standards  802.11be - 2.4, 5 and 6 GHz

]
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RTP Campus - WLAN Design: #2 SSIDs

Employee Guest
« WPA3 ”All IN” approach « CWA (MAB + ISE portal)
: - WPABS Enterprise Only : - Broadcasted on 2.4 & 5 GHz
e Broadcasted on 5 & 6 GHz « Open (no OWE yet)
» Certificate based « BYOD SSID
« No BYOD allowed  Mandatory DHCP
 Mandatory DHCP « 802.11r disabled
mmm) - 802.11renabled -« AAA override
 AAA override  CoA Enabled
m) . (oA enabled « No mDNS
« No mDNS * QoS: remark all to DSCP 0

e QoS: Webex with DSCP 46

]
© 2025 Cisco and/or its affiliates. All rights reserved. BRKEWN-2046 CIsco



TP Campus - WLAN Desi

802.11r/OKC + CoA is supported starting 32.1

Secu rity WPA3 Enterprise with 2 RADIUS servers and 2 accounting servers

© Enterprise with
my RADIUS server ~

User credentials are validated with 802.1X at association time

Identity PSK with RADIUS

MAC-

ed Authentication -

RADIUS server is queried at association time to obtain a passphrase for a device based on its MAC address

Identity PSK without RADIUS
Devices are assigned a group policy based on its passphrase

Wi-Fi Personal Network (WPN) @ Enabled Di
WPA encryption € WPA3 only ~
802.11r @ © Enabled

Adaptive

Disabled

T

© 2025 Cisco and/or its affiliates. All rights reserved.

gn: CoA + 11r

RADIUS  2rabius servers, 2 accounting servers - CoA supported

n "blizzard" SSID is proxying RADIUS traffic through a campus gateway cluster.

RADIUS servers

# Host IP or FQDN
LI 64.100.30.149
2 173.36.46.146

Add server 3 max.

RADIUS accounting servers

# Host IP or FQDN
[l | 64.100.30.149
2 173.36.46.146

Add server 3 max.

Accounting interim 10
interval

RADIUS CoA support €

RADIUS attribute Li}

Auth port

1812

1812

Acct port

1813

1813

minutes

Airespace-ACL-Name ~

specifying group policy
name

BRKEWN-2046

Secret

ssssssssssnns

sessssssssans

Secret

Actions

Actions

o]
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RTP Campus - WLAN Design: CoA + 11r

802.11r/OKC + CoA is supported starting 32.1
How?

- Client authenticates to an SSID with 802.11r/OKC and PMK is
derived > The Network Access Server (NAS) is the first AP that
client authenticates with (AP1 in this case)

- PMK is shared via L2 broadcast and the client roams with
802.11r and no re-auth is sent to the AAA

- Roam-from AP sends an Accounting STOP

Radius exchange

7

P!

/" 2 broadcpst ——— - Roam-to AP sends an Accounting START
uplink 54 P!
trunk %’59“‘“\' 10 v W - Accounting START message updates the NAS at the AAA, as it
BMK = = svk  contains the same calling-station-ID (AVP Code 31)
N . . . - When, after the client roamed, AAA issues a CoA: the CoA is
| AP L2 roaming AP2 delivered to the roam-to AP

g O - Note: ISE 3.3 Patch 5 is required

]
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Distribute or Centralize?
THAT is the Design Question

© 2025 Cisco and/or its affiliates. All rights reserved. . BRKEWN-2046 . CIsco



Distribute or Centralize?

/Large, Medium Campus
> Centralized Data Plane architecture

km?/mi?

k E.g., University Campus

/Distribute Enterprise: Branch, Small Campus
Large, Medium Campus with Fabric
> Distributed Data Plane architecture

= mZ/ft?
K e.g., Retail

.))
)

© 2025 Cisco and/or its affiliates. All rights reserved. BRKEWN-2046
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Distribute or Centralize? Cisco Architecture Flexibility

Architecture

Centralized

a2

o BR

.,)

>
v

N

o

PAN

Distributed

A
q

.,)
)

)

© 2025 Cisco and/or its affiliates. All rights reserved.
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>

Cloud Managed

-

Campus Gateway

o U2
o KR

.,)

C
°

~

o
-

\_

AP Bridged mode
(with or without Fabric*)

2 2
: :

)
~

)

* Public Beta at the end of Nov 2025

alfret
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Distribute or Centralize? What to consider...

( N\ N\ )

FFE] =)
mfly |
Use cases/Features Services Wired Network Design

\_ AN AN J

( N\ N\ )
2 5

Performances Policy Scale

. /. AN J

alfbal ]l
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Distribute or Centralize? Seamless Roaming

Seamless roaming domain: keep same IP
— Nl < and policy as client roams > same VLAN/L2
<~ g > broadcast domain

How can you create a L2 roaming domain?

* Spanning VLAN everywhere

Campus network

Q: How big can be the L2 roaming domain?

A: Need to consider the type of layer 2 and
Layer 3 switches and their MAC/ARP tables

Seamiess roamill Seamioss roamilll size, the impact c?f spanning tree (SPT), the
within the same subnet within the same subnet within the same subnet DHCP Scope deSIgn, etc.

>

\._._._._._.

]
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How big can be the L2 roaming domain?

Let’s start with client considerations:

IPv4/IPv6

A Single Dual Stack Host will have 1 x IPv4 address, and

at least 3 x IPvb Addresses
(IPv4 Unicast, IPv6 Link Local, IPv6 Unique Local, IPv6 Global Unicast)

Windows 11: up to 16 IPv6 IP addresses (!!)

CCCCC



How big can be the L2 roaming domain?

Let’s identify a roaming domain in terms the number of APs:

Layer 2 switch = Catalyst 9200L (or MS equivalent)

MAC addresses table limit: 16,000

Each wireless device will take a MAC address entry
If we consider Random MAC, this number can be higher
If we assume 40 clients per AP > 16,000/40 = max 400 APs per L2 roaming domain

'
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How big can be the L2 roaming domain?

Let’s identify a roaming domain in terms the number of APs:

Layer 3 switch = Catalyst 9300 (or MS equivalent)

ARP entries: 32,000

Table

For dual stack clients, the scale numbers are divided by at least 4 (one entry for IPV4
and three entries for IPv6) > For 9300 the max number of clients is 32k/4 = 8k
If we assume 40 clients per AP > 8,000/40 = max 200 APs L2 roaming domain

'
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Distribute or Centralize? Seamless Roaming

= =

Campus network

Seamless roaming
within the same subnet

within the same subnet

© 2025 Cisco and/or its affiliates. All rights reserved.

Seamless roaming
within the same subnet

>

BRKEWN-2046

Seamless roaming domain: keep same IP
and policy as client roams > same VLAN/L2
broadcast domain

How can you create a L2 roaming domain?

* Spanning VLAN everywhere

Q: How big can be the L2 roaming domain?

A: 200/300 APs, 8k clients as a reference,
but anyway there is a limit...

Q: How to scale more?

A: you need seamless roaming across L3
boundaries > create L2 overlay

]
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Distribute or Centralize? Seamless Roaming

How can you create the L2 overlay?
1. Wired Fabric

* Need to create a L2 overlay on top of
the underlay campus network

L2 Client Network overlay
« How? For example, with the new Cloud

Managed Campus Fabric

i | VLAN/Subnet ¥ « APs can be in bridge mode, distributed

; | . | data plane
I = = ‘ = \ i = = ‘ = \ :
Seamless roaming Seamless roamiF Seamless roaming

within the same subnet within the same subnet within the same subnet

>

]
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Cisco Cloud-Managed Campus Fabric

Multi-Network Cloud-Managed Fabric

Simplified management as
a single logical entity

Focused on brownfield migration

:
s

Flexible deployment and staging

Securing the network with
Adaptive Policy

Optimized L2 extension

A

© 2025 Cisco and/or its affiliates. All rights reserved.

Day-2 Operational Assurance

Network
Nook-HQ-SF +

»  Network-wide
() security & SD-WAN
Switch
= Wireless

§ Systems Manager
& Camera
&' Sensors

Il Insight

e

Organization

& Fabrics &« -

San Jose campus ¢ © Depioyed [ Staged changes

Assurance Summary

Fabric devices

Single role deployment

17 Deployed [ 22 total devices

Statistics

Fabric capacity

Device roles VRFs

Border(s) Spine(s)

©122/15 @3/5

BGP peers 5 o

@ Good © 99% healthy
MAC routes Online
196 o3
IP routes Offline
4 02

Detail view
Topology  Fabric devices BGP peers  Ext border pe

[Em ) G

Borders (2)

Spines (4)

Leaves (6)

Border configuration

Leaf (s)

©2/2

s VXLAN tunnels

results

MDF NetB - leaf

Fabric subnets Tools Events

Multi role deployment

23 deployed [ 35 total devices

Ext border peers 15 wtal
© 99% healthy

Online
013

Offline

02

Overlay subnets

- -
+]
- p

MDF Core 01 - border

+| [
« «
| |

MDF Dist 01 - spine

- >
- -
«* «*

MDF NetC - leaf

Border(s)/Spine(s)

©3/5 ©10/20

Border/Leaf(s)

VXLAN tunnels 75 total
© 99% healthy

Online
@60

Offline

014

- -+
« «
PEd «*

MDF Dist 02 - spine

- >
« -
«* «*

MDF NetD - leaf

Beta

Q search Dashboard

Spine(s)/Leaf(s)

©5/5 ©5/5

Border(s)/Spine(s)/Leaf(s)

Overlay subnets 75 total
© 99% healthy

Online
@60

Offline

014

More info? TechField Day session https://www.youtube.com/watch?v=180zINv3Zyk



Distribute or Centralize? Seamless Roaming

How can you create the L2 overlay?
1. Wired Fabric
2. Centralized Tunneling (VXLAN)

* Traffic is centralized, client VLANSs exist
only between Campus Gateway and
distribution/core switch

Campus Gateway

I

I
: \ E !
I

I
. - . i |
| ~ ~ - " - - - X
v , « !

~. - .

Seamless roaming Seamless roaming Seamless roaming
within the same subnet within the same subnet within the same subnet

>

]
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Distribute or Centralize? VLAN/DHCP considerations

=

Area 1
(VLAN A)

Area 3
(Cafeteria

Training center

Auditorium)
VLAN C

[\

© 2025 Cisco and/or its affiliates. All rights reserved.

For Distributed data plane deployment consider that any new
SSID means new VLAN/Subnet that you need to add on the
trunk port for every AP

Also additional VLAN/subnet means defining the L3 interface,
routing and the related DHCP scope

Size your DHCP scope considering all the possible devices that
could join in that area but also roaming devices from other
areas. This is important to prevent DHCP scope starvation

]
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Distribute or Centralize? VLAN/DHCP considerations

VLAN X /20

Area 3
(Cafeteria
Training center
Auditorium)

[\

© 2025 Cisco and/or its affiliates. All rights reserved.

For Distributed data plane deployment consider that any new
SSID means new VLAN/Subnet that you need to add on the tru
trunk port for every AP

Also additional VLAN/subnet means defining the L3 interface,
routing and the related DHCP scope

Size your DHCP scope considering all the possible devices that
could join in that area but also roaming devices from other
areas. This is important to prevent DHCP scope starvation

For Centralized data plane it’s easier as as you just need to add
the VLANSs in one place, on the connection between edge and
distribution switch

For DHCP scope, you can simply have one large subnet (/20,
/16 are typical in high scale deployments) and call it the day

Of course, you need to make sure that the distribution/core
switch/es can scale to the number of MAC and ARP entries for
the clients supported by Campus Gateway.

]
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Distribute or Centralize? mDNS considerations

CG is the mDNS
Gateway

CG / MDNS

 If you need mDNS at scale, you need to work
across VLANs and you need a filtering function
> You need mDNS Gateway function

~—~ N7
~~
: KR:G:E_B

Campus network

» There is no mDNS gateway function for Meraki
Bridged mode

» To scale, you need to deploy mDNS Gateway
as a centralized function in Campus Gateway

]
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Campus Gateway

]
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Campus Gateway

Available now! >

&k’ Meraki

C%D Enterprise-class cloud functionality

Support critical campus wireless services with
cloud management and real-time control plane

Deploy without redesign

Deploy Campus Gateway with little to no redesign
of the on-premises wireless network architecture

_—_ Seamless roaming at scale

sf012-5-1-meg-02

sf012-5-1-meg-01

Cluster Attributes

snfigured firmwar
MCG 31.2.4

6c:19:20:41 ba 00

8c:19:26:4102:80

'.v..ov.-.o.'..o......“..

Serial number

QSDB-JFGZ-XHPZ

Q5DA-UTGC-JLMI

D Scale for up to 50,000 client devices
and 5,000 access points with a single e &
Campus Gateway R - =

© 2025 Cisco and/or its affiliates. All rights reserved. BRKEWN-2046

s

i
3 -

eee . . . 5
:

Dema Networks

Management IP
10.128.87,158

10.128.87.156

AP Tunnel IP
10.821260.157  en— 1

10.82,129.2

Uplink part client VLANs
84,132,1001,1006

]
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Campus Gateway: Feature set at launch

Security

Radius Proxy

Infrastructure AAA Override & CoA
ARP proxy Named VLAN override

Active- Active Redundancy
LAG support

VLAN pooling

Tunnel configuration per SSID
Client isolation/P2P Blocking
BUM traffic blocking

IPv6 client support

L3 and URL ACLs
Adaptive Policy(SGTs)

Services

QoS (DSCP marking UP/DW)

Traffic Inspection & Classification at AP
mDNS Gateway

Wi-Fi Personal Network (WPN)

Performance & Scale
Scale to 5,000 APs and 50,000 Clients
100Gbps throughput & 200Gbps Clustered

]
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Campus Gateway: Hardware Platform

SKU CW9800H1-MCG

Throughput up to 100 Gbps

Number of APs 5,000

Nl_meer of 50,000

clients

Data ports 8x1GE/ 4 x 25 GE ports

10 GE SFP

© 2025 Cisco and/or its affiliates. All rights reserved. BRKEWN-2046
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Campus Gateway - Supported Access Points

Supported Access Points el l

Wi-Fi 6
MR44, MR36, MR36H MR46, MR46E, MR56, MR76,
MR78, MR86

Wi-Fi 6E
MR57, CW9162, CW9163, CW9164, CW9166

Minimum Software

Wi-Fi 7
CW9178, CW9176, CW9172i, CW9172H
MR Release R31.2

]
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Campus Gateway Architecture

« Campus Gateway and AP are directly managed by Meraki
Dashboard like any other cloud managed node

Q@ « Campus Gateway adopt a centrally switched architecture,
P using tunneling, to create a L2 overlay for client traffic

* Tunneling to CG is configured on a per SSID basis

—~ :: * At FCS, some architecture limitations apply:
—~ N Campgﬁjgztreway « Campus Gateway and AP need to be part of the same Meraki
=) Network (new or existing Network)

« Campus Gateway and AP should be part of the same geo location
Campug network (RTT<20ms) > Focus at FCS is on Campus deployments

* Only one Campus Gateway cluster is supported per Meraki Network

1 vxean wanel  Two Campus Gateway nodes per Cluster

QUIC tunnel -----------

Meraki Tunnel -----------

]
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Campus Gateway Architecture

Management Plane Non-real time Control Plane
« Configuration management  RRM (AI-RRM)
. * Monitoring & Troubleshooting * AirMarshall
Meraki Dashboard « Software management * Rogues
« Licensing. etc. + etc.
: « Serviceability/debugging
o Data Plane Real time Control Plane
ve. oAl « Data plane termination «  AAA Proxy
LD B « VLAN termination - Roaming - Key management
ce. N :: ! Campus Gateway «  mDNS Gateway « Dstore (client DB)
Campus neti\Nork
L Data Plane Real time Control Plane
. ' » Bridge local SSIDs * Client Authentication
A . « Tunnel central SSIDs * Client state machine
= Access Point . QoS . Telemetry
« Rate Limit

« Adaptive policy tagging

]
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Campus Gateway -> Control Plane Tunnel

Control Plane (CP) tunnel (QUIC)

___________________________________________________

Primary

Backup

Each AP establishes two QUIC tunnels to both Primary and Backup Campus Gateway

CP tunnel is based on QUIC protocol. UDP based, Reliable tunnel (keepalives to check reachability)
CP traffic is always encrypted (TLS 1.3) using Dashboard-provisioned keys or certificates

Used for carrying CP messages such as AP registration, client anchoring, etc.

Also used for special packets such as HA messages and inter-Campus Gateway control messages

On a stable network, the QUIC tunnel is expected to consume few kbps

© 2025 Cisco and/or its affiliates. All rights reserved. BRKEWN-2046
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Campus Gateway -> Data Plane Tunnel

qQuic
- bbb 10 ~ & >{ B

VXLAN

AP
Campus Gateway

Data Plane (DP) tunnel (VXLAN)
- Each AP has one VXLAN tunnel to the primary Campus Gateway
- Used for carrying client data packets which are bridged onto the client VLANs at Campus Gateway

- Leverages standard VXLAN encapsulation

- QoS and policy information (e.g., DSCP, SGT, VRFWhe tunnel header

- RADIUS messages are also carried inside VXLAN tunnel

At FCS, only SGT segmentation
is supported via Adaptive Policy.
VRF support is not yet on a
committed roadmap

]
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Campus Gateway - Active/Active High Availability

Same Management
and client VLANs

_____________________________________________________ . A cluster represents a group of CG with
connectivity to a common set of VLANS.

Active-Active High Availability, with APs load
balanced across the CGs in the cluster

- == —

________________________________________________________

Each AP is configured with a Primary and
Preferred Backup Campus Gateways

When Primary CG node fails, the connected
APs automatically failover to the Backup CG

—> Primary VXLAN tunnel

D LR R e »>  Standby VXLAN tunnel

]
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Campus Gateway - Active/Active High Availability

© 2025 Cisco an

d/or its affiliates. All rights reserved.

h————————————,

Primary VXLAN tunnel

Standby VXLAN tunnel

BRKEWN-2046

Campus Gateway supports stateful, zero
downtime failover for single node failure

If the dedicated Redundancy Port (RP) port is
connected, Client and AP state are statefully
synced between the CGs

RP port need to be connected via a L2 link
(copper or fiber), either direct or through a
dedicated VLAN

RP link is also used for fast keepalives 100ms.
RP link latency <80 ms, Bandwidth > 60 Mbps
and MTU >= 1500B

]
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When should you consider a Campus Gateway?

ﬂ Services

@scale

{]o
0o
0o

Wired Network

Design
Policy
\L Performance
L 1

© 2025 Cisco and/or its affiliates. All rights reserved.

Roaming across L3 boundaries
Fast Roaming across a large domain (> 200/300 APs)
mMDNS Gateway function

Want to simplify VLAN/Subnet design at the access layer
Want to simplify DHCP scope design
Don’t want to touch the underlay wired design

Single policy (QoS, ACL, etc.) enforcement point for wireless traffic
Single NAS to be configured in AAA server
Simple way to handle BUM traffic

Optimized for North-South traffic
Centralized aggregator is not a bottleneck
No latency impact for the “trombone” network effect

BRKEWN-2046
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WLC to Campus Gateway migration

» Customers have a WLC deployment with Wi-Fi 6/6E and 7 and
older APs. How to deploy Campus Gateway to migrate to a cloud
native solution?

RfF——— °
) (

co0o N En‘: — oo ~ 32] . Steps to migrate:

* |Install CG into the network: use same client VLANs > connect to the

client VLAN s .. . . )
same L3 distribution switch. Add Campus Gateway as NAS in AAA server

Access network « Migrate compatible APs to the same Meraki Network as Campus
Gateway. Refresh older APs and add the new ones to Campus Gateway

\ network

» Recommendations:

2

»
»
»
»
»
»

« Use same SSIDs mapped to the same VLANSs (statically or dynamically)
to allow for seamless roaming

Q « Roaming will require a full re-auth so it will not be fast roam
« Migrate an area/roaming domain at the time (if possible)

» Disable DHCP Required / Mandatory DHCP for the roaming to be faster

]
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Design Best Practices
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DHCP Lease design considerations

VLAN X /21

Area 3
(Cafeteria
Training center
Auditorium)

[\

© 2025 Cisco and/or its affiliates. All rights reserved.

Independently of Distributed or Centralized data plane
deployment DHCP Lease is very important to reduce the
load on DHCP server, prevent starvation and security
ISSues.
The recommendation for DHCP lease: Align it to the the
average dwell time in that environment. For example:

« Set it to 12 hours for normal office deployments

» Set it to 8 hours for Universities

« Setitto 1 hour for Retailers

« Set it very low (e.g., 30 mins) for security reasons (reduced

unauthorized time) but there is an impact on the DHCP

server. Also consider Random MAC > keep DHCP lease
lower to avoid starvation

]
BRKEWN-2046 cisco



DHCP Mandatory

5 Network
"/ 10.110.0.0
255.255.255.0 -
Simone Home Lab

<.> Network-wide
(/' security & SD-WAN

= Wireless

SSID config
Security WPA2 PSK configured
Q Disabled
802.11w © Enabled (allow unsupported clients)
Required (reject unsupported clients)
© Disabled (never use)
Mandatory DHCP Enabled Disabled

Did you disable Mandatory DHCP
because you saw roaming issues?

© 2025 Cisco and/or its affiliates. All rights reserved.

« Set DHCP Mandatory on your SSID access policy, if
you don’t need Static IP assignment.
« DHCP Mandatory is a good security practice as system
learns and records IP to MAC binding for each client
 DHCP Mandatory automatically turns on Dynamic ARP
inspection (DAI) and IP Source Guard which help in
protecting the network from certain “man-in-the-
middle” attacks and IP spoofing, respectively.
« If few clients with static IPs need to be supported,
consider DHCP reservation on the DHCP server
* Important: Not supported for IPv6 only clients. For

dual stack IPv4/v6 please deploy r32.1.x or above

* Note: Fixed in Dashboard starting June 2024. For
existing SSIDs please disable and re-enable the

feature. Fix is automatically applied for new created
SSIDs

]
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Security design considerations

I ISE configuration « For Bridged SSIDs, each AP talks to AAA server for 802.1x
authentication and must be configured as Network Access Server
(NAS); to avoid entering each AP’s IP address, majority of the

* Name | MR_NAS |

Description
| | AAA servers on the market allow the definition of a subnet as
P address <] *IP: [1058220 | 1[2a ] NAS. Recommendation: Make sure you design the APs subnets
to be summarized in a larger one
RADIUS s e SSID config « Meraki has a limit of max #3 AAA servers per SSID. Usually this is
not a constrain. For large, high-density deployments, you might
o consider placing a load balancer in front of the AAA servers.

L | 1012.345

Configure source based sticky load balance, to make sure that
each client session always talk to the same AAA if alive.

2 1012.355

3 1012.36.5

o = =
5 5 5
2 ] ]

You are using the maximum number of servers

© 2025 Cisco and/or its affiliates. All rights reserved. BRKEWN-2046 CIsco



Security design considerations

Radius server load balancing policy

APs support only strict priority order load balancing policy

RAD|US 3 RADIUS servers - Testing enabled hd

RADIUS servers

# HostIP or FQDN Auth port Secret RadSec @ Test Actions
i1 173.36.144.158 1812 secececcccces Test
Il 2 173.36.46.146 1812 Test
I 3  64.100.30.149 1812 Test

You are using the maximum number of servers

]
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Security design considerations

RADIUS messages will be sent to servers in a top-down order

25‘ Retry1 to Server

2S ‘ Retry2 Server]

>
>
>
> ‘ Failover to Server2
<€ /
23‘ Retry1 to Server?2
; 23‘ Retry2 to Server?2
>
__________________________________ . Failover to Server
Server timeout 2 second(s)
Retry count 2

© 2025 Cisco and/or its affiliates. All rights reserved. BRKEWN-2046 CIsco



Security design considerations

CG as Radius proxy

Campus network

What you need to know:

© 2025 Cisco and/or its affiliates. All rights reserved. BRKEWN-2046

APs always talk Radius to CG, doesn’t do any load balancing and doesn’t know about the external servers

CG acts as proxy Radius > one NAS for the entire Network

By default, CG has the same load balancing mechanism of APs, priority order. Round-robin load balancing can
be configured via Meraki Support

Since there is only one AAA server per CG, if you have multiple SSIDs with different Advanced RADIUS settings
(NAS ID, Called-station-ID, timers, etc.), the settings from the first defined AAA server would be honored

Note: at FCS, the test command to verify user credentials is not available on SSID with CG

]
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Security design considerations

Network Devices List > MR_NAS

ISE configuration

Network Devices

* Name [MR_NAS |

Description | |

IPAddress | *IP: | 10.58.22.0

RADIUS 3 raDIUS servers

RADIUS servers

3
- - = o
5 5 5
2 ] ]

# Host IP or FQDN Port Secret

L | 1012.345
o2 1012.355
I3 10.12.36.5

You are using the maximum number of servers

Session timeout

© 2025 Cisco and/or its affiliates. All rights reserved.

SSID config

For Bridged SSIDs, each AP talks to AAA server for 802.1x
authentication and must be configured as Network Access Server
(NAS); to avoid entering each AP’s IP address, majority of the
AAA servers on the market allow the definition of a subnet as
NAS. Recommendation: Make sure you design the APs subnets
to be summarized in a larger one

Meraki has a limit of max #3 AAA servers per SSID. Usually this is
not a constrain. For large, high-density deployments, you might
consider placing a load balancer in front of the AAA servers.
Configure source based sticky load balance, to make sure that
each client session always talk to the same AAA if alive.

Session timeout is the maximum time for a client session to
remain active before requiring reauthorization.

This is set to 2 days (172800s) and cannot be changed in
Dashboard. Call Meraki support if need to change it on the SSID

Or use AAA to set it dynamically on a per user/client session
]
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Simplify, Accelerated NetOps through Al

Cisco Al Assistant and Al Canvas
Context-aware conversational interfaces, universal Cromlention Summary (i - 8B

) You
. . . . .
interface across multi-domain Cisco solutions pevicestat — AL it —
WAN appliances o4 Cellular gateways £ Switches 296 tot Access points 27¢
© Al online © Al online © Al online © Auoniine O AlAssistant 1219 8m
Contionss 4 o Galtiaria 54 e Saseois Here is the summary of DHCP outcomes for wireless clients in the network:
© A oniine © Alloniing © Alloniine

+ Total Successful DHCP Requests: Various clients have successfully obtained IP

addresses, with counts ranging from 1o 15 successes.
+ Wamnings: There are no warnings reported for any clients.
l l + Failures:

Organization insights One client (MAC: ae:bc:38:6b:30:02) experienced a DHCP failure due to
NO_DHCP_ACK. This occurred recently on 2025-06-18 at 06:39:23. The failure
. . . . Al Network devices was with the SSID Meraki: WE on a 2.4GHz radio
Proactive Systel natic RCA and remediation i e
J Impacted networks Trending networks « Client with DHCP Issue:

MAC Address: ae:bc:38:6b:30:02

Networks Health Change Failure Reason: NO_DHCP_ACK

9 1. Teleworker - Elaine Kendall A 93 7 Recent Event:
2. X - AnyConnect FGW West 99 -1 = Timestamp: 2025-06-18T06:39:23Z

“” 3. Meraki Chicago Post Office CHG12 999 “ » Device: sfo12-3-ap-33-elev (Serial: QSAE-YR3G-3EZJ)
a C et n a Z e r 4. Meraki Sydney SYDOS ©97 1 = SSID: Meraki-Guest-OWE
W Poor M Fair M Good 5.2 - AnyConnect syd1 ©9s “ = Radio: 2.4GHz

Overall, while most clients are successfully obtaining DHCP leases, there is at least one
client experiencing issues.

Root Cause Analysis (RCA) for failed client connection .

Networks by health score Learn about scores.

You
122 results

okay who is client mac ae:bc:38:6b:30:02

Network Health _ Score Network tags Clients = Network Infrastucture  Applications

1 1 1 i S Svines O AlAssistant 1219am
I re e S S n t et I C C I e n t Marabi 480 ©100pts ° branch  msp_read_only ©100pts ©100pts  ©99pts o— The client with MAC address ae:bc:38:6b:30:02 has the following details:
Townsend - SFO22

IP Address: 10.96.3.216

Meraki London - ©99pts o CZ CiscoSpaces HubSite +1 ©100pts @ 100pts © 95 pts. ©99pts « IPv6 Address: 2607:598:b11a:21:69da:3bd4:1b02:2007
H H H H Finsbury LONT1 2 iption: 55{3¢1ce-09d6-4742-a19c-0686862d2d6:
Proactive Issue detection from client perspective E2E i i
— Health Top network issues Over the fast 2 hours View network * VLAN: 1001
- . ngn + SSID: Meraki-Guest-OWE
Visibilit - FA— et i SRS
Wireless Clients + A it VPN « Paar « Status: Offline
© Applications © Network devices « Last Seen: (Timestamp: 1750229134)
Webex - cisco MNo issues identified. + Recent Device MAC: 8¢:88:81:55:fc:d0
27 devices impacted « Recent Device Name: sfo12-1-ap-09-gym

« Recent Device Serial: Q5BE-PKM3-TING

u
* Recent Device Connection: Wireless.
Meraki Malmo - ©99pts o beanch  msp_read_only ©100pts ©100pts  ©98pts e
- MLMOT - Modcam This client is currently offline and was last seen 10 the SSID Meraki WE

Meraki San © 100 pts ° AzurePeer ©100pts ©100pts © 99pts o— G Q0
Francisco - Data

Optimize RF for better wireless performance by T T TORCT s T T
reducing interference and channel changes

Francisco SFO12

Y. Dats Sheet

]
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Cisco Al Assistant ((MR-ENT )

= Al Assistant B O~ X

Which APs has client 06:3b:d5:30:97:6b roamed with in last 1 hour

O Al Assistant 10:44 am

In the last hour, the client with MAC address 06:3b:d5:30:97:6b has associated with

. . the following access point:

Native, GenAl-based Agentic Network Interface .
+ Access Point Name: sfo12-2-ap-23

« Access Point MAC: 8c:88:81:fa:24:f0

* Understand Wireless, Wired, WAN and Internet . SSID: blizzard
. . « IP Address: 10.92.97.31
networking experience . Operati:lsgsSystem: Mac 0S X 1015
° Understand unlque network Contexts SUCh as Network Unfortunately, | was unable to retrieve roaming information for this client due to an
. . . error in the data retrieval process. If you need further assistance or specific details,
Telemetry, Configuration, Firmware please let me know!
t 03

* Answers dynamic network inquiries and answers

You
Check if AI-RRM has been enabled

« Dynamic query parameter derivations and composite

O Al Assistant 10:58 am

Documentation and Best Practice Recommendations AI-RRM {Artificial Intelligence Radio Resource Management) has not been enabled in

the current network settings.

« Acknowledge existing network configuration and How to Enable ALRRM:
provide the best practice network configuration To enable AI-RRM In Cisco Meraki,follow these staps:

1. Navigate to
Wireless

Ask the Al Assistant a question

Assistant can make mistakes. Verify responses.

Review the Al Assistant features

© 2025 Cisco and/or its affiliates. All rights reserved. BRKEWN-2046 CIsco



Cisco Al Canvas (0ct2025)

Al Assistant Shared Workspace Users

Invite collaborators

» Single canvas for cross 5 1 Convas | Notwrkhelthsmmary ;
domain troubleshooting
« Generative Ul with :
reasoning built-in
« Keeps NetOps, SecOps, S
IT and execs on the
same page
 Cross-domain telemetry =
« Topology and timeline
awareness
 Al-powered insights
 Automated runbooks

Error Logs Frequency Splunk

2.8% Packet loss

Products and features described herein remain in varying stages of development and will be offered on a when-and-if-available basis.

ol I 1l I h
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Automated Root Cause Analysis (RCA)

< & Unplanned low power mode A Active

OC-Yamaha-PoE-Interop_CW62_802.3af-PoE-Injector - OC-Yamaha-PoE-Interop - RCA F ra m eWO rk featu reS

Jun 6 2025 at 22:07 PDT
Automated RCA workflows
A R ned oW pawer mode o eliminated unlikely root causes

Details Suggested actions 1

1. Check PoE budget Details  Suggested actions 5

These steps are prioritized, but can be done in any order. Squort MS SWitCheS for
O e integrated remediations steps

. 1. Cable test \v4
< ® Ethernet uplink speed degrade«
The data rate from MS120-1/ 3 is capped at 100 Mbps a

MR36H-Office / 0 - Futureishere - May 28 2025 at 2135, 2. Check that LLDP is running v C bl
| . test
aple 1tes

Please ch petals w 3. Cycle port on switch v

v « Switch port config check

™= 2. Update link negotiation settings

ac

5. Run LLDP packet capture A
The link negotiation is set to 100 Megabit half duplex (forced)

o * PoE type check

Certain admin privileges are required to perform this action. Please contact your admin or

A A manual override of the link negotiation on the switch | support team.
on the wired uplink.

Run a packet capture to collect forensics of LLDP negotiation failures. ° P O rt CyC I e

Device Name MS120-1

Port 3

 LLDP packet capture

Link Negotiation 100 Megabit half duplex (forced) — Iegabit half duptex {forced)™  ~ '
ew port configuration __CD" m change: l d P r [ l P P
v i configuratd ’ i ¢ 3 a ty SWItC LLD aCket

3. Cycle port on switch An a IySiS

]
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Al Packet CAPture (PACAP) Analysis ((MR-ADV )

< @ Authentication failed by EAPOL timeout A Active X

Problem on deviceABC affecting wifi. Last alerted in NetworkXYZ on
Feb 23 2024 09:32 PST

Details  Suggested actions 2

Al PCAP analyzer

Uses multi-modal Al models using contextualized PCAP

Impact

model, Client events and configuration data

More details
Client didn't respond to EAP-ID request from AP. AP attempted three times but client didn't

* Intelligent capture T e e e e
Automatically seize the moments of client failure and 8 Binbadsomrort

upload PCAP files to Al Cloud N
i 8 =

® Placeholder o=~ . _________ Discover > &  Placeholder
||||| < o 4--'9 icons

Uses supervised fine-tuning and RLHF to analysis client
packet exchanges

Placeholeler auth bad password «3  Placenolder
icons «*g icons

Problematic packets © 4 packets have issues v

Al-driven analysis has uncovered anomalies in the following four packets, indicating potential data

u
. ( i e n e ra t I Ve A I transmission issues. For a detailed explanation of these findings, please review the full pcap analysis.

No.  Source Destination Info

Translate & summarize dozens of PCAP exchanges into T e

hu an readable text 2 16.20.308.41 233.89.188.1 47645 - 1000 Len =4
3 HE ffez::1:ffe4:7741 Neighbor solicitation
4 ffez::1:ffe4:7741 Neighbor solicitation

Documentation on this alert (7 | Dismiss alert % Take action

]
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st - Wir ® m Meraki Dashboard X m Packet Capture - Meraki Da x +

< (&) 2% nl.meraki.dev.ikarem.iofalice_sim_networ/n/piF_Lcl/manage/clients/k042df3/overview?eventsincluded=dhcp%2Cdns%2Capplication%2Cauthentication%2Cassociation&t0=17501...

"c||'§¢'|$' Meraki Show admin  Demo Networks Q Search

» Network This is a Cisco internal organization.
S . .
: alice_sim_network - R
wireless . .
View old version
B &« Clients

Network-wide

\u
g

My Phone

m Assurance

Association Authentication DHCP

=~ Wireless Client connectivity Jun 17 2025 00:04 PDT - Jun 17 2025 05:11 PDT B
e I o B o B o
Q, Find in Menu Current @ Offline ~ Wireless Jun 17,2025, 16:23 (UTC -7)

Client connections

My Phone c4:d6:66:62:9b:d0

Client details
Status Last seen Jun 17 16:21 IPv4 address 10.4.45.243 Device policy Normal
View location
IPv6 address Unknown Bandwidth unlimited
SSID alice_sim_network
MAC address b8:27:eb:63:11:e7 Layer3 firewall  Unknown
Access point c4:d6:66:62:9b:d0
Topology VLAN IE?BRKEWN_204Lénknown Layer7 firewall  Unknown ;élt;'

Signal 55db Port forwarding None



Roaming Analytics

» Tools for per-device and network-wide troubleshooting

( )
LIENTS Try new version
JAMEWEI-M-V47J
Connections  Performance  Roaming Timeline  Stored captures
Roaming  Last 24 hours ~
0 Bad roams o 0 ping pong clients Z O sticky ciients . 7 suboptimal roams o
16 Good roams L] B ciient disconnects <]
Roaming status
Roam time v
sfol2-4-ap-002 i;,
]
sfo12-4-ap-008 attp
[
sfa12-4-3p-007 » &
sfo12-4-3p-017 o
onnection Good roam Suboptimal ream | Bad roam
Roaming event log
@ ewial Roamtime  RSSI SNR  Band ’ . &
# @ AP to New AP tart t D &
Origin AP to New (ms) (dBm) (@8} (GHz) Start time uration @
sfo12-4-ap-017 + 65+ 304 Jun 2,11:32
1 ° .
sfa12-4-ap-006 2000 -51 14 525 4w 32m 265
sfo12-4-ap-006 56+ 39 Jun 2, 11:32
2 ° 1,930 535 26
sfo12-4-ap-002 . -53 42 7Y am s
\ J

Overvie

Networ

Clients

O Wir
30ci

& Ren

30ci

o Wwir

Networl

< Roaming

Wireless roams | Badroams  Suboptimal roams

00

B Good roams 70% (700/1000)

M Badroams 20% (200/1000)

M Suboptimal roams 10% (10/1000)

(MR-ENT )

Per-Client Roaming Timeline

© 2025 Cisco and/or its affiliates. All rights reserved.

——— R . ~N
° min X
| caming
Wireless roams  Aliroams | Badroams | Suboptimal roams 00+
Impacted clients 900 Compared to previous day
) (oran e+ ) (e ) <L 3 :
J A
Name Operating  Badroams (O - Suboptimal
syl [4 5
Jerry's 051 : Roamlng 4
iPhone
Wireless roams A\IrmmsE 3
ALOPE-J-JAF (@ i0S 1 - -
Floor 7 2
Yaos-Cisco- - 1081 Floor &
Phone B Floor 5 3 % 1
Floor 4
Stetspaa @ los] iy v
Floor 3
STEVEN-M @D 081 Floor2
Fioor 1 4
Pixel-7 @ 081 May 15 i
171 211 i —
Top access points pairs with bad
J/
SFO-8-APO2 ¢ SFO-8-APO4 ——r—
SFO-7-APOT > SFO-7-APD  C— 30%
SFO-1-APO3 €5 SFO-1-APDS  — 30%
SFO-8-APOS ¢ SFO-8-AP01  —— 30%
SFO-8-APOZ ¢+ 30%
Ot s point £ 75%
Network-wide Roaming Health
( - )
coming soon _—
BRKEWN-2046 cisco



Cloud Full stack solution Early Access - Q4 CY25

Automated network experience monitoring

Transform your APs, switches and
routers to test network availability
and connectivity

' Client onboarding, connectivity
_ End-to-end ) ;
~— (Wireless, LAN, WAN) and network
tests services tests
Automated test coverage across
your entire network
No additional o
. HW or cable Supported on existing infrastructure
. you have deployed

pulls

]
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Conclusions




Network Architecture: Cloud Managed Campus

« Follow recommendations for AP placement, RF and WLAN Design
» Distributed vs. centralized: multiple design criteria to determine if adopting a data
plane design. Start from the customer requirements (seamless roaming, scale,

services needed, wired infra, app requirements).
* With the introduction of Campus Gateway, you now have the option to centralize

-

Campus network

-y ‘-_’ L
Mt Mt i
]
u

-W=N- &
06 G (OO NO KO O)
1000s of APs and clients

© 2025 Cisco and/or its affiliates. All rights reserved. BRKEWN-2046
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Small/Medium Campus deployment

Scenario 1

L2 roaming Deployment:

« Roaming domain = building = Meraki Network
- AP per roaming domain < 200/300

- VLAN design = VLANs span the whole building

Design Recommendations:

EDE - SSIDs in bridge mode
] Distribution L3 switch @ « L2 broadcast boundary at the building distribution switch
VLAN 10, 20, N, - AP switchports configured as trunks (common AP management
foor N @ @ @ @ AP Mgmt. VLAN VLAN and client VLANs on all switches)
0 B 0 - Choose subnet mask to accommodate the expected # of
- @ @ @ @ ,\ Liﬁg n devices per VLAN per building (VLAN pooling in R30)
v . - Use Stack/VSL technology at L3 switch to reduce impact of
ing tree
floor1 @ @ @ @ ) - Spanning
Y 0 - Configure regular Layer 2 distributed roaming

]
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Medium/Large Campus deployment

Scenario 2

L3 roaming across floors/building Deployment:

- Roaming domain = floors/building/multiple buildings

- AP per roaming domain > 200/300

- VLAN design = VLANs span only single floor/wiring closet

Design Recommendations:

Campus Gateway |o =< >{HE
Erli‘ = iﬁ - L2 broadcast boundary at the building distribution switch
] Distribution L3 switch @ « SSIDs in Tunnel mode to Campus Gateway
L2 access - AP switchports configured as access port

itch
floor N @ @ @ @ VLANAP.N e - Centralized client VLANs
U
- Choose centralized subnet mask to accommodate the expected

floor 2 , # of devices per VLAN per roaming domain
oor @ @ @ @ VLAGNAP 20 B

- Connect Campus Gateway to distribution switch or data center
floor1 @ @ @ @ VLAN AP, 10 switch that can handle the MAC and ARP scale
Y M

]
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Large scale deployments - Not recommended

Client IP and VLAN Bridge mode with layer 3 roaming

Meraki AP assigned (NAT mode)

Clients receive IP addresses in an isolated 10.0.0.0/8 network. Clients ¢

© External DHCP server assigned

Meraki devices operate transparently (do not perform NAT or DHCP).
printers, and wireless cameras

Bridged Tunneled

Layer 3 roaming

Fs

Campus network

VPN tunnel data to concentrator

Meraki devices send traffic over a secure tunnel to an MX concentrator

- [ o Layer 3 mobility with a concentrator
) -y
L S -y TTENte are TUNNeIeq 10 8 cpecnea at the concentrator. They will keep the same IP
| Ethernet over GRE: tunnel data to a concentrator
| — Meraki devices send layer 2 traffic over a tunnel to an EoGRE concentrator creating a traj
- :-’ :-’ :-’ :-’ mode
-> -> -> ->

Dis dL3
Roa (DL3R)

L3 M
MX ¢

with
trator

Both these solutions are NOT recommended for a scale deployments

© 2025 Cisco and/or its affiliates. All rights reserved. BRKEWN-2046
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Complete your session evaluations

Complete a minimum of
4 session surveys and
the Overall Event
Survey to claim a Cisco
Live T-Shirt.

2o
0®

Earn up to 800 points
by completing all
surveys and climb the
Cisco Live Challenge
leaderboard.

NG

Level up and earn
exclusive prizes!

© 2025 Cisco and/or its affiliates. All rights reserved.
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Complete your surveys
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Events app.
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Continue your education

¢

Visit the Cisco Stand for
related demos

e
(A

Book your one-on-one
Meet the Expert
meeting

N
. D)2
0000 AT
MMM
Attend the interactive Visit the On-Demand
education with Capture Library for more
the Flag, and Walk-in sessions at
Labs www.Ciscolive.com/
on-demand
Y,
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The Wi-Fi 7 portfolio

—

CW9176l

12 Spatial Streams
4x4: 4 MU-MIMO
across 3 radios, 3 bands
(2.4/5GHz (XOR), 5 GHz, 6GHz)
BLE/IoT radio
Single 10Gbps multigigabit
Ultra Wide Band (UWB)
USB 2.0 - 9W
Accelerometer
Built-in GPS/GNSS, w/ support
for ext. antenna
Integrated Omnidirectional
Antenna

ol

CleanAir® Pro

© 2025 Cisco and/or its affiliates. All rights reserved.

4 #\

CleanAir® Pro

CW9176D1

12 Spatial Streams
4x4: 4 MU-MIMO
across 3 radios, 3 bands
(2.4/5GHz (XOR), 5 GHz, 6GHz)
BLE/IoT radio
Single 10Gbps multigigabit
Ultra Wide Band (UWB)
USB 2.0 - 9W
Accelerometer
Built-in GPS/GNSS, w/ support
for ext. antenna
Integrated Directional Antenna
(70x70)

Same brackets as always > Reduced Time, Reduced Waste

BRKEWN-2046

—

CW9178lI

8 )

CleanAir® Pro

16 Spatial Streams
4x4: 4 MU-MIMO
across 4 radios, 3 bands
(2.4 GHz, dual 5GHz, 6GHz)
BLE/IoT radio
Dual 10Gbps multigigabit
Ultra Wide Band (UWB)
USB 2.0 - 9W
Accelerometer
Built-in GPS/GNSS, w/ support
for ext. antenna
Integrated Omnidirectional
Antenna

]
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The Wi-Fi 7 portfolio

CleanAir® Pro

CW9172I

6 Spatial Streams
2x2:2 across 3 radios, 3 bands
(2.4GHz, 5GHz, 6GHz2)
—or-
2x2:2 on 2.4GHz and 4x4:4 on
5GHz
BLE/loT radio
Single 2.5Gbps multigigabit uplink
USB 2.0 - 4.5W
DC Power Jack

.....

S

CW9172H

6 Spatial Streams
2x2:2 across 3 radios, 3 bands
(2.4GHz, 5GHz, 6GHz)
BLE/IoT radio
Single 2.5Gbps multigigabit uplink
3x 1Gbps LAN port with 1x POE out
1x Passthrough port
Integrated Omnidirectional Antenna

Integrated Omnidirectional Antenna

Same brackets as always.

© 2025 Cisco and/or its affiliates. All rights reserved.

9172H compatible with Meraki or Catalyst brackets
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Wi-Fi 7: New indoor APs

CleanAir® Pro CleanAir® Pro
4 Spatial Streams 10 Spatial Streams
2x2:2 across 2 radios, 3 bands 2x2:2 on 2.4GHz and 4x4:4 on 5GHz and 6GHz
(2.4GHz and 5GHz -or-
-or- 4x4:4 on 2.4GHz and 5GHz

2.4GHz and 6GHz)
BLE/IoT and dedicated scan radio

BLE/loT and dedicated scan radio
Single 5Gbps multigigabit uplink

Single 2.5Gbps multigigabit uplink
USB 2.0 - 9W

USB 2.0 - 4.5W
DC Power Jack

DC Power Jack
Integrated Omnidirectional or

Integrated Omnidirectional Antenna DART-8 External Antenna

Global Use AP Global Use AP

Same bracket as always, AIR-AP- Same brackets as always, AIR-AP-
BRACKET-1 and AIR-AP-BRACKET-2 BRACKET-1 and AIR-AP-BRACKET-2
]
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CW9174E Antennas and Accessories

CW-ANT-T-02-D8 Legacy Antennas Supported

Omnidirectional ceiling mounted antenna with DART8 connector
AIR-ANT2524V4C-R/RS

AIR-ANT2544V4AM-R/RS
AIR-ANT2566P4W-R/RS

CW-ANT-T-D2-D8 AIR-ANT2566D4M-R/RS
Directional patch antenna with DART8 connector, CW-MNT-ART2 mount included AIR-ANT2513P4M-N/NS
C-ANT9101
C-ANT9102
C-ANT9103
CW-ANT-T-04-R A
& Omnidirectional dipole antenna with RP-TNC connector. Requires AIR-CAB002-D8-R=. MA-ANT-3-E6
Qty: 8 antennas per AP (2.4+5+6 GHz mode), or 4 antennas (2.4+5 GHz mode) MA-ANT-3-F6

Supports existing DART8 cables
CW-MNT-9 and accessories

Integrated AP mount. Integrates CW9174E and CW-ANT-T-D2-D8 into one unit

CW-ACC-ADPT1
Adapter to use CW-ANT-T-D2-D8 with C-ANT9103 mount for brown field upgrades

BRKEWN-2046
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RTP Campus - WLAN Design: No mDNS Policy

[Firewall & traffic shaping

SSID: [ guest V|

Block IPs and ports
Layer 2 LAN isolation (bridge mode only)

Allow Bonjour forwarding
exception @

DHCP guard
RA guard
RA allowed routers one IP6 address per line
“
Outbound rules *~ + |Search...

“a—

IP

#  Policy Version Protocol Destination Dst port Rule description
1 @ Deny Any UDP Any 5353 Block-mDNS
+ Allow ¥ IPv4 Any Local LAN Any Wireless clients accessing LAN
+ Allow IPv4 Any Any Any Default rule

]
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RTP Campus - WLAN Design: QoS policy

Corporate

Rule #1

Definition
This rule will be enforced on
traffic matching any of these

expressions.
Per-client bandwidth
limit

PCP / DSCP tagging ©

WebEx | %X | Add +

| Ignore SSID per-client limit (unlimited) V]

[Do not set PCP tag v| /

|46 (EF - Expedited Forwarding, Voice)

© 2025 Cisco and/or its affiliates. All rights reserved.
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Rule #1

Definition net 10.0.0.0/8 % [Add +

This rule will be enforced on

traffic matching any of these

expressions.

Per-client bandwidth I Ignore SSID per-client limit (unlimited) vl
limit
PCP / DSCP tagging © [Do not set PCP tag | f [0 (CSO/DF - Best Effort/Default Forwarding)

]
cisco



Subnet/VLAN Design considerations

VLAN profiles

) You are modifying the default profile.

Edit profile

eeeeeeeeeeeeee

DDDDDDD

Network/VLAN Profiles config

Group name VLAN list

Wireless/Access Control/SSID

VLAN tagging @

Named VLAN v }

#

Access point tags Named VLAN ®

Default employee

+ Add Named VLAN

© 2025 Cisco and/or its affiliates. All rights reserved.

Problem: You may be forced to use a certain subnet
size and hence DHCP scope size (e.g., /24 subnets).

Possible reasons:
« Subnet design and summarization at the distribution level
* Public IPs: can’t really increase/change the subnet size

Solution: R30 introduces VLAN pooling, this feature
allows you to assign multiple VLANSs to a single SSID.

Please note: VLAN pooling in Dashboard leverages an
existing feature called VLAN profiles. The doc says
“VLAN profiles can work along with 802.1X, MAB..”
Even if VLAN profiles were created to work with Radius
based authentication, VLAN pooling is supported with
any security settings, including OPEN, PSK, SAE,
Webauth ©
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Multicast + AAA VLAN override

L3 switch

Multicast
Server

Multicast traffic

uplink
trunk

SSID1 =
VLAN 100-110 o

IGMP join ’

gL

client 1 client 2
IP 10.10.100.4 IP 10.10.103.9
VLAN 100 VLAN 103

© 2025 Cisco and/or its affiliates. All rights reserved.

« What (Requirement): Single SSID mapped to multiple client VLANSs via
AAA policy. IP Multicast separation is required across client VLANs

* Problem: Clients belong to the same SSID. Client 1 requests IP
multicast, IGMP query goes on VLAN 100, multicast traffic is received
in VLAN 100; in the air, since #1 SSID <> #1 Group Temporal Key
(GTK), AP sends it as broadcast and traffic is received by client 2 (on
VLAN 103) as well. There is no multicast or broadcast segmentation
in air. This applies to IPv4 and IPv6.

]
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Multicast + AAA VLAN override

L3 switch
Multicast
Server
Multicast traffic
uplink
trunk
Multicast
SSID1 -~ to
VLAN 100-110 ° Unicast

Unicast traffic /

client 1 client 2
IP 10.10.100.4 IP 10.10.103.9
VLAN 100 VLAN 103

© 2025 Cisco and/or its affiliates. All rights reserved.

« What (Requirement): Single SSID mapped to multiple client VLANSs via

AAA policy. IP Multicast separation is required across client VLANs

» Problem: Clients belong to the same SSID. Client 1 requests IP

multicast, IGMP query goes on VLAN 100, multicast traffic is received
in VLAN 100; in the air, since #1 SSID <> #1 Group Temporal Key
(GTK), AP sends it as broadcast and traffic is received by client 2 (on
VLAN 103) as well. There is no multicast or broadcast segmentation
in air. This applies to IPv4 and IPv6.

Solution: Make sure multicast to unicast feature is enabled: Network-
wide > General > Wireless Multicast to Unicast Conversion. With this
feature, APs “demulticast” traffic over the air, thereby preserving
VLAN segmentation. There is a threshold of max 20 clients per
multicast group (GV: Group-VLAN), beyond which traffic is sent as
multicast.

* Note: From MR29 this is also supported for IPv6 clients

* Note2: multicast IP traffic is not supported on Campus Gateway

]
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IPv6 support

Network/Monitor/Clients

Network

IPv4 address: dynamic ~ 10.110.0.5

IPv6 address (link-local):fe80:0:0:0:ec3f:28ff:fe14:86e3
MAC address: ee:3f:28:14:86:e3

VLAN: 1

Port forwarding: none

1:1 NAT IPs: none

1 Wireless/Access Points

ALT MGMT LAN IPVE &

LAN IPV6 Not configured

Not configured

IPv6 T
SERIAL NUMBER vo ype
SERIAL NUMBER (tatic IPv6 ~]
TAGS
IPv6
recently-added
TAGS | 2001:db8:1234:abcd 2223 |
NOTES
B ———
LEGAL & REGULATORY )
Regulatory certification [ Prefixlen
FIRMWARE 22
Up to date
Current version: MR 29.5.1
Open source licenses Gateway
CONFIC 2007:db8:1234:abcd::2
Up to date

© 2025 Cisco and/or its affiliates. All rights reserved.

Clients:

« Additional IPv6 support in R30: Support for
802.11r/OKC over IPV6 infra (dual-stack was
already supported), client IPv6é DL3R over IPv4
infra and WPN fragmentation.

Access Points:

* Infrastructure IPv6: AP supports Static and
SLAAC (no DHCPv6)

» Alternate Management Interface supports
for IPv6 in R30

]
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Cisco Cloud-Managed Campus Fabric

Benefit from Cloud Simplicity

Build and manage large sites from an
intuitive cloud networking platform

Leverage Existing Investments

Modernize the network while utilizing
existing C9K infrastructure

Migrate at Your Own Pace

Incrementally migrate devices and
subnets to the cloud over time

Beta: Nov 5, 2025 | Limited Availability: December 2025 (I0S XE 17.18.2)

ol I 1l I h
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Cisco Cloud-Managed Campus Fabric

‘ Reduce the number of steps it takes to O

provision, manage, and troubleshoot sites

policies that adapt to your network

‘ Build and enforce segmentation
based on the intent of the user

Deploy in a non-disruptive way on
top of the devices you already own

]
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