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Learning Objectives

Upon completion of this lab, you will be able to:

Build understanding of Cisco-Viptela SDWAN solution capabilities and key functions, this
includes Zero touch provisioning, Performance based Application path selection, Regional
and Direct Internet Access, Policy based topology creation, and vManage (Management,
orchestration) simple GUI interface for provisioning, configuration, policy management,
device management, monitoring and troubleshooting.

Scenario

This lab includes the following scenario.

Scenario 1 - An overview of the SD-WAN vManage dashboard and discussion around
Zero Touch Provisioning (ZTP) capability. Branch site routers, with design best practices,
can easily be provisioned by leveraging automation through zero touch provisioning and
centralized configuration. Centralized configuration utilizes the templates that can be pre-
configured before device deployment

Scenario 2 - Use the Hybrid WAN connectivity over multiple WAN transport connections.
Show connectivity could be established over any kind of transport, application steering
over any transport. Use IP as transport to create flexible data plane topologies from full-
mesh to Hub-n-Spoke to any arbitrary topologies. Deploy policy to create a strict Hub-n-
Spoke topology for Corporate and IOT/PCI VPN segment. For GuestWiFi VPN in branches,
only allow DIA.

Scenario 3 - Demonstrate with centralized policy to create different connectivity
model/topologies per VPN segment. Corporate VPN - Full Mesh IOT/PClI Segment -
Hub-n-Spoke GuestWiFi - Only DIA and no site-to-site communication

Scenario 4 - Demonstrate business defined insertion of services (FW, IPS, IDS, etc)
utilizing centralized policies. Cisco SDWAN is a flexible architecture w here services can
be deployed in any of the site(s) irrespective of the physical topology. Simple policy
activation can make selected applications and sites go through the required service.

Scenario 5 - Application Firewalling using Centralized Policies

In this scenario, implement the policy as a centralized data policy where based on source
and destination prefix match, traffic between BR1 and BR2 is dropped in VPN 20. The
PCI/IOT segment only requires connectivity to DC from remotes. More granular matches
can be done to limit certain applications and allow other applications to flow between the
branches.

Scenario 6 - Use the Application aware routing along with arbitrary topology networking
to show the business policy driven view of application classification, connectivity and QoS
provisioning. Discuss Application Performance settings while highlighting the ability of the
network to dynamically switch paths to preserve a consistent application experience

Scenario 7 - The remote offices all utilize a Guest Internet VPN which allows customers
to browse the internet via Direct Internet Access. SD-WAN Security policy has been

ake possible
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activated on this guest VPN to protect them. Cisco SD-WAN Security can provide
protection against known and unknown malware threats with AMP and Threat Grid.

Challenges

o Focus on Cost and Complexity

o Installing remote site networks is a time consuming, manual and expensive
process

o Challenging process to translate application policy to network infrastructure
configuration

o Lack visibility into transport health and impact on applications End-to-end WAN
configuration is complex

o Lack of centralized configuration management, policy management and
monitoring

Benefits

o Reduce Cost and Complexity
o Automated zero touch provisioning to accelerate time to market and reduce costs

o Centralized configuration management of ALL network devices via simple use of
Templates

o Business policy definition and activation from centralized vManage
o Visibility into applications and transport health from centralized vManage

o Operational Simplicity

Key Solution Components

o Orchestrator to orchestrate secure communication among all SD-WAN
components (vBond)

o Central management and provisioning system (vManage)
o Centralized controller for routing and policy (vSmart)

o Data Plane routers (vEdge)
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Topology

This content includes preconfigured users and components to illustrate the scripted
scenarios and features of the solution. Most components are fully configurable with
predefined administrative user accounts. You can see the IP address and user account
credentials to use to access a component by clicking the component icon in the
Topology menu of your active session and in the scenario steps that require their use.

The topology includes 1 Datacenter and 2 Remote Branches. The topology has 3
different VPN/VRF Segments.

1. Corporate VPN (VPN 10)
Requires full mesh connectivity across ALL sites.
2. 10T/PCI Segment (VPN 20)
Requires Hub-n-Spoke between the DC and the Branches.
3. GuestWifi (VPN 40): Not needed in the DC.
From the branches require DIA. No Site-to-Site communications.
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Figure 1. Topology
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BR1 VPN 10
10.3.0.0116 10.3.10.0124
: VPN 20
Site id: 10.3.20.0124
300 VPN 40
10.3.40.0/24

VPN 10
BR2 10.4.10.0124
10.4.0,0116 ficthots
Site id: 10.4.20024
VPN 40
400 10.4,40.0724

OSPF is running in the DC and Branch 2 in VPN 10. All other segments are using static

routing/VRRP

Table 1 : Host IPs for testing data plane connectivity

Site ID
DCa 100
Branch a 300
Branch 2 400
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Table 2: Device Addresses

Daviea System IP Interface I
vBond1 11111111 188,18.1.11
vBond2 2212 198.18.1.21
vSmart1 12121212 198.18.1.12
vEmart2 22222222 198.18.1.22
¥Manags 10.10.10.10 198.18.1.10

Figure 2: Topology for SDWAN Security Overview (Optional)
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Get Started

1. Initiate your session.

NOTE: It may take up to 10 minutes for your session to become active.

NOTE: To display the graphical data properly on vManage Dashboard, please let the dCloud session run for at least 45 minutes
before conducting the demo.

2. For best performance, connect to the workstation with Cisco AnyConnect VPN
and the local RDP client on your laptop

® \Workstation 1: 198.18.133.36, Username: dcloud\administrator, Password:
C1sco12345

lillullll T e— o Sueteme and th T —
CISCO i el bt s b o o ndeiynstsibpuisslai e bl o, :
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Scenario 1. Zero Touch Site Bring Up

Management solutions are a crucial part of making Fast IT into a reality. The Cisco-SD
Wan solution can effectively be managed on premise, in the cloud or with provider-
managed offerings. One should not have to sacrifice critical solution capabilities based on
the desire for a simplified control point.

vManage also provides open Northbound REST APIs that drive core network automations
solutions and efficient operation.

Additionally, the vEdge routers also support a number of South-bound protocols that will
enable your team to extend benefits to both Greenfield and Brownfield environments.

This scenario provides an overview of the Manage Branch Sites component to show the
customer how devices are securely detected and provisioned leveraging automation
through ZTP

NOTE: vManage periodically polls the sialislical data from the devices. In order lo display the graphical data properly on
vianage Dashboard.

When bringing up the BR2-vEDGE1 for the first time it may take up to 20-30 minutes to display the Flow and DPI graphical
data on the Device Dashboard.

Challenge

Provisioning remote sites is a time consuming, manual and expensive process.
Benefits — Reduce Cost and Complexity

Automated and adaptive provisioning to accelerate time to market and reduce costs
Objective

Bring up a branch on-line utilizing Zero Touch Provisioning (ZTP).
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Steps
DIALOG DEMONSTRATION STEPS
Deploy a branch using vManage 1.Connect to Workstation 1 and launch the Chrome browser.
configuration templates and Viptela’s Zero | 2.Click the bookmark for Viptela vManage and click through the
Touch Provisioning (ZTP) service. security warnings to proceed to the vManage service.
3.Log in to vManage using username admin and password
The ZTP process simulated in this lab, using admin.

default configuration from the factory, for the
vEdge in Branch 2.

The only difference is the out of band VPN
512 configuration. This is configured for the
demo user to be able to log in to the vEdge. :
The ZTP transport (ge0/0) in this case is in Cisco SD-WAN
shutdown mode. A no shut will be done to
simulate connecting vEdge to the transport.

]
CISCO

Cisco vManage

Log In

4.The vManage Dashboard displays the controllers that are up.
There are four operational vEdges. Branch-2 vEdge is not
provisioned yet.

- H] 28 DASHBOARD | MAIN DASHEOARD

a

N S S o

MNOTE: Clicking the up arrow show s operational vEdge boxes and the
down arrow shows the non-operational vEdge Boxes.

Configuring Templates
Various preconfigured templates will be 5.Click on Configuration icon and select Templates from the
shown. We will select the preconfigured drop-down menu.

BranchType2 template to illustrate how a
customer can use a template to facilitate
and simplify the rollout of a new branch
site.

10
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Configuration

Templates

NOTE: We are selecting this device since it has not been provisionad.

6.Click on the three dots (...) in the right most column for
BranchType2Template-vEdge. From the drop-down, select
the option Attach Devices.

7.From the left pane labeled Available Devices, find the
device with chassis-id/UUID of 52¢7911f-c5b0-45df-
b8263155809a2a1a.

8.Move the selected device to the right pane labeled

Selected Devices by clicking on the right arrow.
-7

Attach desice from te st Letow 1 harms Selecad
al - Q

Name D IP

2
Ed

o

e

9.0nce the device is moved to the right pane, click Attach.
10.Click on the three dots (...) in the right most column and
select Edit Device Template.

|1,

=
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Variable List (Hover over each field for more information)

Chassis Number
52¢79111-c5b0-45d1-b826-3155809a2ala

System IP
Hostname

IPv4 Address(VPN40-IP-Address)
Prefix(VPN20_TRAFFIC_DC1)
Addres s(VPN20_TRAFFIC_DC1_NH)
IPv4 Address(VPN20-Interface-IP)

Profie VPN IN TRAFFIC NE1Y

11. Click the Cancel button to go back to the previous page.

HOTE The deice e anbeupcate fom e L nteface cesied It demonato, wevil e a redened v
flowith decevles

12. Click on the upload icon ( Up arrow) for uploading the
CSV file.

13. Click Choose File.

14. A Prebuilt CSV file named BranchType2Template.csv is in
the folder \Desktop\SD-WAN Demo\csvConfigFiles on
Workstation 1.

15. Click Open.

16. Click Upload.

17. To populate the values for the variables based on the
uploaded CSV file, click Next.

m oneat

18. Click the tab in the left column with BR2-VEDGE1 label to
see the full configuration for validation.
19. Click Configure Devices.

NI

=

12
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20. Wait for few seconds until the device status changes from
In Progress to Done - Scheduled.

|'}| WE - S |1w1j|.l|4-:‘r.1

21. Click on the vManage Dashboard icon. The dashboard
icon shows that Only 4 vedges are operational.

Dashboard

Main Dashboard

28 DASHBOARD | MAIN DAEHRCARD

NOTE: Accept any MTPutty security alerts to add the key to the Putty cache.

Simulate the Device to be Connected to the Transport for
ZTP.

22. To activate the internet connection at Branch?2, from the
desktop,double-click the Python script named TurnUp-BR2-
INET-Connection.py

atfean]e,
CISCO
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0~ -ommand | TurnUp-BR2Z
Promot

23.Return to the vManage dashboard. The BR2-VEDGE1 will
come up and the dashboard will show total of Five (5) Edge
devices are operational.

MNOTE: This may take a few minutes. Be patient.

Cisco vManage

T3 DASHBOARD | mAlN DASHECARD

je o [

=

24. From the menu,select Monitor > Network
25. Select BR2-VEDGE1 from the list. The device dashboard
for BR2-VEDGE1 displays.

2 monmon Siste
P Reboot 20 l
&
- B Moduie |
ety
ﬂ Temperature Sensors MA
g use MA l
Floms
CPL) & Namisy
Top Talers
- ot

NOTE: At tis time, there s no polcy defned forthe ovey and hence we have ulbmesh comnectivy atross l ree VPNs

(10,20, ).

26. From the Monitor Device menu,Click on Control
Connections. Validate that control sessions are established to

I S

5 Cisco S
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vSmart and vManage.
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27. To validate IP reachability within Branch2 VPN10,ping the
VPN10 test host at 10.4.10.10.
28. Open the mPutty application.

29. Double click on BR2-VEDGE1.
30. On the command line, type ping vpn10 10.4.10.10 count
5 to test the connectivity to ta host at Branch 2.

- TV (PRt Puliv)

mEag-NL

BR2-VEDGEL

NOTE: If data does nol display, adjust the
Custom window to a larger date range or
select BR1-VEDGE1 from the Select Device
drop down at the top of the left column.

31. Return to Monitor > Network and select BR2-VEDGE1

from the list.
32. Click on DPI.

15
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33.Click on Interface in left column menu and then click 1h to
see utilization of the interfaces on the edge devices.

L moNITOR v rterface
BRIVEDGE] [ 10401  58e10 &0 Denice Modet vidpe Coud  ©
o ¥ —" -
A Chart Options ~ Pyd & 176 = = et L
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Floan ¥ reeee se e LR
" 2 W e
Top Talkers
N eo
Totel Row L)
Twoe Q Suanch Optnes ¥ . @
Tt pw e @) Oswt B) Adwn ¥ I0) Admin >
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34.To View devices/site on map, go to Monitor> Geography.
Hover your mouse over devices on the map to see the device
details.

16
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Scenario 2. Hub and Spoke Topology

Enterprises may not need a full mesh topology and would like to have a pure Hub-n-
SpokelPSec/BFD topology. This w ill provide the scalability and simplicity for the
branches. A simple policy activation will convert full mesh connectivity to Strict Hub-n-
Spoke.

In this case, we will create a fabric with IPSec tunnels only getting established between
the spokes and the DCs. Based on policy we will not establish any IPSec tunnels
between the branches.

For corporate VPN 10, we will only advertise the branch routes to the DCs and not to
other Branches. The DCs are advertising default routes and hence when a branch needs
to talk to other branches, they will take the default to the DCs. The DC vEdges then
route the traffic back to the other remote Branches.

For the PCI/IOT segment (VPN 20), we will advertise the routes between the Branches
by setting the next-hop pointing to the DCs TLOCs. This is being done to provide Hub-
n-Spoke communication between the Branches through the DCs as there is no default
route being advertised from the DCs.

For guest WiFi VPN 40, we don’t need any communication between the branches. We
will restrict the route exchange between sites for VPN 40. There will be only one static
default route in VPN 40 providing direct internet access.

Challenge

Arbitrary topology creation and management is a complex task and may require touching
all the branches and/or the provider involved.

Benefits — Reduce Cost and Complexity

Simple activation of policy from central vManage. Results in simpler operations,
reduced cost and reduction in time/effort.

Objective

Use centralized control policy to create a Hub-n-Spoke IPSec/BFD topology while
maintaining branch-to-branch communication for VPN 10 and VPN 20.

17
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DEMONSTRATION STEPS

1. Go to vManage. Click on the Monitor > Network.

2. Select BR2-VEDGET1.
L  Monitor

* [ MONITOR | NETW:
WAN f(:g(: Colo

YPNGROUP

Device Group &l

NOTE: The screen displays a subset of the established tunnls.

NOTE: The tunnels highlighted on your screen may not be exactly ike the screen shot shown in the quide.

3. Select Tunnel from the left column.
4. The next screen shows IPSec tunnels are established
to the DCs and the remote Branch-1 (Full mesh).

£ MONITOR

Applicetions @ Chart Options « § Resl Time] 1h 3h 6h 12 mn 7dayz Cust

Intecface

TCP Optimization

WAN Throughput : v g D v o

B e ©0

Top Talkers
Q

Twoe vy

5. Select Troubleshooting from the left column.
6. Select Trace Route under Connectivity.

a@ﬂ]@aﬁﬂ@a
CISCO
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Im rusia n Preventian Connectivity
URL Fiering
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Um brells DNS Re-
direct

CammalCannections

System Status ~
Devioe Brngup
Evens
Control Con nactions{Live View)

ACL Lags

Ping
-

7. In the Destination IP* filed, type 10.3.10.10, from the
VPN dropdown,select VPN 10 and from the
Source/Interface for VPN10,select the only available
option from drop-down menu.

8. Click Start.

L MoNITOR aceroute
Destnaton 1P° lvm Source/intertace for VPN - 10

Advanced Oplions >

NOTE: The output on your screen may nat be exactly like the screen shot shown in the quide.

9. Deselect the current source interface.

10. In the Destination IP* filed, type 10.3.20.10, from the

vt Pl it ot VPN dropdown,select VPN 20 and from the
Source/Interface for VPN20,select the only available
option from drop-down menu.

11.Click Start.

NOTE: he et o thefolwing aceroes il ot e .. spoketspokelpithaken o Brchaohets

19
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- Traceroute
Select Device ~ BRI-VEDGE] | 10401 SneiD 400 Device Mogel vEdge Ciowd m
———

VPN o rce/ntertace for VPR - 20

Advanced Oplions >

NOTE: The cutput on your screen may not be exactly like the screen shot shown in the guide.

e-

Configure Policies
12.From the menu, select Configuration > Policies.
13. Click on the three dots (...) for StrictHub-n-Spoke.

14.Select Activate.
| CONFIGURATION | it 3 m
otaled Polcy
O Add Poley ee

15. Click on Activate button on the pop-up.

NOTE: The policy is applied to the vSmart
confrollers. vSmart will push the policies to the

appropriate vEdge roulers.

16. Wait until the policy activation Status changes to
Success.

ll'llllll ——

CISCO of Cisco Systams; .
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17.Validate Strict Hub-n-Spoke topology by selecting
Monitor > Network .
18. Select BR2-VEDGE1

| a2 | “Monitor

L1 MONITOR | NETW
WAN - Edge Coloc

, VPN GROUP
Network

Device Group A

NOTE: Point out that only tunnels to the DC

vEdges are in an operational UP state.

19.Select Tunnel from the left column.

21
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NOTE: If you have observe now the inter- 20. Select Troubleshooting from the left column.
branch traffic now traverses the DC for 21.Select Trace Route.
VPN20. 22.Trace the route from BR2 to BR1 by entering
10.3.20.10 and selecting VPN 20.
£l MONITOR Trscaroute

naon VPN [ e rtertace fef UPR - 20
032010 VPN -2 - gel/3 - iped- 104282 w

Advanced Oplions >

NOTE: The cutput on your screen may not be exactly like the screen shot shown in the guide.

23.To de-activate the policy, select Configuration >

Policies.
24.Highlight the StrictHub-n-Spoke policy and click the
three dots (...) to the right of the policy name.

22
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25. Click Deactivate.

26.The policy status will change from In Progress to

Success, and the policy is successfully removed from

vSmart-1 and vSmart-2. Full mesh connectivity has
been restored.
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Scenario 3. Multi-Topology - Different Topologies Per VPN

Enterprises may have multiple VPN segments and may need different connectivity
models/topologies. The default in Cisco SD-WAN is to have full mesh for all VPNs. In
scenario 2 we demonstrated how you can restrict ALL VPNs to be Hub-n-Spoke.

In this scenario we will demonstrate the following topologies for different VPNs using
policies.

Corporate VPN 10 - Full Mesh

PCI/IOT VPN 20 - Hub-n-Spoke

GuestWiFI VPN 40 - DIA ONLY in Branches

Challenge

Arbitrary topology creation and management is a complex task and may require touching
all the branches and/or involving the provider

Benefits — Reduce Cost and Complexity

Simple activation of policy from central vManage. Results in simpler operations,
reduced cost and reduction in time/effort.

Objective

Create different connectivity topologies per VPN
Corporate VPN 10 - Full Mesh Topology
IOT/PCI VPN 20 - Hub-n-Spoke GuestWiFi
VPN 40 - DIA Only Branches

24
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DIALOG DEMONSTRATION STEPS
Result shows direct path between Go to vManage. Click on the Monitor > Network.
Branch1 and Branch2 for VPN 10. Select BR2-VEDGE1.
Select Troubleshooting from the left column.
Select Trace Route.
Enter 10.3.10.10 as the destination IP.
Select VPN 10 from drop down menu.
Click on Start button.

VNP~ WD =

Result shows direct connectivity between Do the same for VPN20 using destination IP of
Branch1 and Branch2 for VPN20 10.3.20.10.

. From the menu, select Configuration > Policies .
10. Click on the three dots(...) to the right of
MultiTopologyPolicy.

= €2 CONFIGURATION | PoLICIE

entralized Policy

© Add Policy Prevaw

12.When the policy has successfully been pushed to the
VSmarts, the activation status changes to Success.

eo

Validate Full Mesh for VPN 10 and Hub-n- 13. From the menu, select Monitor > Network.
Spoke for VPN 20 14.Click BR2-VEDGE1.
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Monitor N
= L] MONITOR | NETW

WAN - Edge Coloc

YPNGROUP

Network

Device Group Al

15. Select Troubleshooting from the left column and then
click Trace Route.

- MOMWTOS -
E =t @

i Carpectvity e

T sl

e

-
-t
- seee

16.In the Destination IP* field, type 10.3.10.10, from the
VPN dropdown, select VPN 10 and from the
Source/Interface for VPN 10, select the only available
option from drop-down menu.

17.Click Start.

0 monmor
Galact Davica * "3 WEDL 10401 D 400 Device Model vidge Cod
Destinabion IP" VPN Sourcafintarface for VPN - 10

Advanced Oplfions >

26
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NOTE: If the output yields nfa results, click Start again or redo the entire trace route steps above

NOTE: The output on your screen may not be exactly like the screen shet shown in the guide

18. Deselect the current source interface.

19.In the Destination IP* field, type 10.3.20.10, from the
VPN dropdown, select VPN 20 and from the
Source/Interface for VPN 20, select the only available
option from drop-down menu.

20.Click Start.

2 moNIToR

Gsbact Dewios = WED 0.0 te I ) wvioe Madal wEdge ot (0 Troublas hooting

e e ] F Vil Sourcellarfece los VPN - 2
Atyanced Do

NOTE: If the output yields nfa results, click Start again or redo the entire trace route steps above

NOTE: The output on your screen may not be exactly like the screen shot shown in the guide.

o

21.Result display the connectivity between Branch1 and
Branch2 through the DC.

22. To de-activate the policy, select Configuration >
Policies.

23.10. Highlight the MultiTopologyPolicy policy and then
click the three dots (...) to the right of the policy name.

24.Select Deactivate.

© oo

[Sasinas 0

25.Click Deactivate.
26.The policy status will change from In Progress to
Success, and the policy is successfully removed.
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Scenario 4. Service Insertion — Regional/DC Firewall

When new branches are added from an acquired entity, the enterprise may initially want
the direct branch to branch communication to go through the FW in the DC or a
Colo/Regional facility hosting FW services.

Using Cisco SD-WAN one can place service anywhere in the network and, based on
policies, can make certain flows/sites have traffic go through those services.

Challenge

Arbitrary topology creation and management is a complex task and may require touching
all the branches and/or involving the provider. Previously, Firewall or any other service
had to sit in path but with service insertion the Firewall could sit in any of the enterprise
locations.

Benefits — Reduce Cost and Complexity

Simple activation of policy from central vManage. Results in simpler operations, reduced
cost and reduction in time/effort.

Ubiquitous deployment of security controls via firewall and IPS service insertion
policies.

Objective
Have to deploy/define FWs in DC1 and DC2 for corporate VPN 10.

Based on policy have the Branch to Branch traffic go through the Firewall for corporate
VPN 10.
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DIALOG DEMONSTRATION STEPS

Result shows direct path between 1. From the menu, select Configuration > Policies.

Branch1 and Branch2 for VPN 10. 2. Click the three dots(...) to the right of the policy named
MultiTopologyPlusFWInsertion.

3. Select Activate.

4. Click Activate on the pop up.

|

5. Wait until the policy is successfully pushed to each
vSmart.

el L SRR L R RE TR T

00

6. From the menu, select Monitor > Network.
7. Click on BR2-VEDGE1.

29
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8. From the left column, select Troubleshooting.

9. Select Trace Route.

10.In the Destination IP* field, type 10.3.10.10, from the
VPN dropdown, select VPN 10 and from the
Source/Interface for VPN 10, select the only available
option from drop-down menu.

11.Click Start.

NOTE: If the output yields n/a results, click Start again or redo the entire trace route steps above.

NOTE: The output on your screen may not be exactly like the screen shat shown in the guide

NOTE: You ansee thet raffic bween anches i bing rrouted through thedatacenter where afrewll s ngcing
triffc.

L monNiToRr

Traceroute
BRIVEDGE1 | 10401 SteiD:400 Device Model vidgeCoud @
Destination TF" VPN Source/intarface for VPN - 10
Ad i Dptf

12. Deselect the current source.

13.In the Destination IP* field, type 10.3.20.10, from the
VPN dropdown, select VPN 20 and from the
Source/Interface for VPN 20, select the only available
option from drop-down menu.

14.Click Start.

CISCO f CiscoSystms, .
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L monIToR ¢

Traceroute

SAVEDOE 10401 SHaID 400 Devoe i vidpa oot © [ Troubieshooting 1

Destnation IP* v [Source/Interioce for VPN - 20
10.2.20.10 VPN - 20 - Qely3 - iped - 10.4.2521 -

Advanced Oplions >

NOTE: If the output yields nfa results, click Start again or redo the entire trace route steps above.

i
NOTE: The output on your screen may not be exactly like the screen shot shown in the guide e o

15.From the menu, select Monitor > Policies .
16. Click the three dots (...) to the right of the

MultiTopologyPlusFWInsertion policy.
17.Select Deactivate.

TR e
o 0o

18. The policy status will change from In Progress to

Success, and the policy is successfully removed from
the vsmarts.

B Tasxview

Push vSmant Policy  © Valdation Success ~ Ieitistsd By admin  Froox 1981213336

Total Tesk: 2 Seccess : 2

A Opiaan - e Agen
© sctwny St bw i rg g VETan 2 0
© Sucoeis Ocme ferovrgpeic.. | vSrant2 n = a1
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Scenario 5. Application Firewalling using Centralized Policies

In this scenario, implement the policy as a centralized data policy where based on
source and destination prefix match, traffic between BR1 and BR2 is dropped in VPN 20.
The PCI/IOT segment only requires connectivity to DC from remotes. More granular
matches can be done to limit certain applications and allow other applications to flow
between the branches.

Challenge

Implementation and maintenance of router-based FW/ACL rules requires touching all
the branch routers.

This is a manual and complex task, prone to human errors and may require considerable
time and effort.

Benefits — Reduce Cost and Complexity

Simple activation of policy from central vManage results in simpler operations, reduced
cost, and reduction in time and effort.

Consistent and centralized policy deployment reduces the risk of missed policy
application and human error.
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Objective

Deploy additional data policy to drop traffic between Branch 1 and Branch
The Multi-Topology control policy must remain in place

DIALOG DEMONSTRATION STEPS

1. From the menu, select Monitor > Network.
2. Select BR2-VEDGE1.

3. Click Troubleshooting.

4. Click Ping.

0 MONITOR etwork = Troubeshooting

m |m VEDGE1 [104.0.1  Site|D:400  Device Modek vedge-cloud ol

TCP Optimization

WAN Throughput Connectivity Traffic

Flows

Tep Talkers . e
WAN

noc

Turnnel

Control Connections

Device Bringup Tunnel Health
Sysiem Status
Contrel Cennections{Live View) App Route Visualization
Events.
Simulate Flows
ACL Logs
Trace Route

CISco oo s o el S atonle s S o i o i son Mol [ ¥ 1 o




cisco 'p// vilisi]is

Barcelona | January 27-31, 2020 You make possible

5. Validate Connectivity from BR2-VEDGE1 to test host in
Branch1 in VPN 10 by entering destination ip

10.3.10.10
6. Click Ping.

7. Deselect the current source interface.
8. Validate Connectivity from BR2-VEDGE1 to test host in
Branch1 in VPN 20 by entering destination ip

2 moniToR K > Traut Ping
IR oot oor s Dowevsdt vedgecond @
Destination 1P+ VPN Source/interface for VPN - 20
WO/ - vt 10,420
Probes & icmp Tce uop
Source Port Destination Port Type Of Service
Time To Live Dorft Fragment
»

Advanced Options >

[ Output
Faache sraniited 5 Nping in VPN 20
Iir
Bouind Trio Thena Iﬂ(‘\‘l“ {1.0147s) ICMP [10.3.20.10 » 10.4.20.1 Echa rep'y {type=0/code=0) (d=28173 seq=1] P [1i=127 d=22101 pen=28
1. From the menu, select Configuration > Policies.

2. Click on the three dots (...) to the right of the
MultiTopologyPlusACL policy.
3. Select Activate.
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4. Click Activate on the Pop up.

5. Wiait until policy is successfully to pushed to each
vsmart.
B Task view

Push vSman Policy | €@ Validation Success = Initlated By: admin  From: 198.18.133.36

Total Task: 2 | Success : 2

Total Raws: 2
© Sucoess Done - Push vSmart P, wvSmant1 12121212 10.10.10.10
@ Success Done - Push vSart P | vSmant-2 22722222 20 10.10.10.10

6. From the menu, select Monitor > Network.
7. Select BR2-VEDGE1.

8. Click Troubleshooting.

9. Click Ping.

L0 MONITOR  netviork » Troubieshooting

Select Device - Inm-v‘nﬁu 10401 Site > 400  Device Model vedge-cloud o]

TCP Ootimzation

WAN " heoughput Connectivity Traffic
Flows
Top Takess

WAN

Loc
Tureel
Contral Connections
Device Bringup Tunnel Health
System Status
Control Connections(Live View) App Route Visualization
Evonty

ACL Loge

Trace Route

Real Time

10. Validate Connectivity from BR2-VEDGE1 to test host in
Branch1 in VPN 10 by entering destination ip
10.3.10.10

11.Click Ping.

35

atfean]e,
CISCO

7P<1mrn d and Wales



CIsCO

Barcelona | January 27-31, 2020

° ®
) e @

° ' A ° g ©

b o § i

You make possible

12.Deselect the current source interface.
13. Validate there is NO Connectivity from Branch2 in VPN
20 using destination ip 10.3.20.10

NOTE: The ping will fail due to centralized ACL blocking communi

ication between the branches for PCIfIOT segment

L3 MONITOR et ting » Ping
WR2-VEDGEY 110,401 0 0:400  Devion Model vedge-cloud @)
Destination IP* VPN Source/interface for VPN - 20
110 VEN-20 . 00/ - lped - 10,428 -
Probes . ICMP Tep uvop

Source Port Destination Port Type Of Service

Time To Live Don't Fragmant

Advanced Options >

Summary

Output;
p " s | | Ning n ven 20

Starting Nping 0.6.47 ( hitp:/nmap oeg/npng ) at 2018-01-23 16:20 UTC
' 0 CMP [10.4.20.1 » 10.3.20.10 Echo request (type=8/codes0) de11032 sequ] IP [ttietd d=5078S plens28
' X 100 | | SENT (1.01328) ICMP [10.4.20.1 > 10.3.20.10 Echo request (type«8/codes0) ‘de11032 seqe2] P [ttinbd

SENT (2.01348) CMP (10,4.20.1 > 10.3.20.10 Echo request (typesB/codes0) ‘de11032 seqed] IP [ttiebd 9a50785
— SENT (201345) KOMP (104 10.3.20.10 Echo reques 8/codes0) 032 seqe3] IP [1tia64 DuS0’

14.To De-activate policy select Configuration > Policies.
15. Click on the three dots (...) to the right of the
MultiTopologyPlusACL policy.

16. Select Deactivate.

(1]

17.Click Deactivate.

18. The policy status will change from In Progress to
Success, and the policy is successfully removed from
the vsmarts.Full mesh connectivity has been restored.
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B Task viEw

Push vSmart Policy | @ Valldation Success ~ Initiated By: admin From: 196.18.133.36

Total Task: 2 | Success : 2

00

Total Rows: 2

T CTR CT T
12121212 10

10.10.10.10

Done Removing pollc.

Done Removing polic... | vSmart-2 2222222 20 10.10.10.10

Scenario 6. Application Aware Routing

With fast deployment model and flexible topologies, any type of circuit could be
deployed, which provides the ability to direct different types of traffic over different
types of links. Video could go over the internet, mission critical applications can go over
MPLS. LTE could be circuit of last resort. This provides path diversity and high

availability.

In thislab, some of the applications have already had SLAs defined and are pinned to the
MPLS. Some applications have been pinned to the internet transport

N
CISCO
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The policy is applied to ALL sites, so the policy has impact on all the traffic received and
sent by BR2-VEDGE1. More traffic is received than sent by the BR2-VEDGE1. Look at
the traffic received by BR2-VEDGE1 on the mpls interface and the internet interface.
You will observe the traffic received switch from the mpls interface to internet interface
after the latency impairment on the MPLS transport.

Challenge
Dynamic path selection based on transport performance is complex to deploy and hard
to update policies on demand

Benefits — Reduce Cost and Complexity

Simple activation of policy from central vManage. Results in simpler operations, reduced
cost and reduction in time and effort.

Objective

Define SLA based policies and re-route traffic as the transport network conditions
change.

DIALOG DEMONSTRATION STEPS

1. From the menu, select Configuration > Policies . Select
BR2-VEDGE1.

2. Click the three dots next to the
MultiTopologyPlusAppRoute policy.

38



CIsCO

Barcelona | January 27-31, 2020

You make possible

3. Select Activate.

* CONFIGURATION | POI
lic

Centralized Poicy  Loc

© Add Policy

MultiTopologyPlusAppRoute App Aware Routi... Ul Policy Bullder

4. Click Activate on pop-up.

B Custom Options »

Total Rows: 8
ooy vesn | Lo J
12282017T235740.. 31| Preview
12302017T143348 1 Copy
Edit
12312017T143840 n
Delete
12312017T153128 1
admin 04092018T121824.. 31 D&c 2017 11 E

5. Wait until the policy is successfully pushed to each

vsmart.

B vask view
Push vSmant Policy @ Validation Success «

Total Task: 2/ Success : 2

Initiated By: admin  From: 196.16.133.36

search.

ee
Q " Total Rows: 2
T TR T
© Success Done - Push vSman P. vSman-1 12 212 10 10.10.10.10
© Succe: mar 20 1010.10.10
NOTE: The device dashboard for BR2-VEDGET 6. From the menu, select Monitor > Network.
displays the current performance measurement on /. SelleCt BR2—.VEDGE1 :
both the transports. 8. Click Real Time. o ) ] )
9. Search for App Route Statistics using Device Option

10. Select App Route Statistics and Click Do Not Filter on

the pop-up.

atfean]e,
CISCO

39




cisco /. p//

Barcelona | January 27-31, 2020

® [ ]
® ® @
i fiai]is

You make possible

2 MONITOR 1.« Rew Tme
m BRZVEDGE! 10401 5o Tr400  Devico Modet vedge-cloud @)
Device Options A

T Filer - App Log Flow Count
App Log Flows
Q App Routes SLA Class

r-r- App Ro.ites Statistcs
Flows

CloudExoress Applications

D401 P
T DP! Applcations
¢ oz 10401 386 12346
DPI Supported Applcations
. 10401 e 386 346
WAN PiIA RP Mapping
401 Policy App Route Filter e 396 46
Lo
10401 BRI-VEDGEY 1006442 1006432 psec 2386
need o401 1 1006442 1006432 psec 12386 12340
0401 11006442 1006432 psec 2394 12406
Commcd Conmections
0401 1006442 1006432 psec 2386 12406
dosand o4 1 1006442 1006432 psec 12386 2406
Fvents. CELR 1 1006442 006432 psec 2386 12406
040 100644 543 e e A
AL Loge
D40 100644 006432 % 86 &0
Troutkestooting 10401 100644 2 16 o B
pao 1006442 10 i B

NOTE: These values are much low er than the SLA

definitions defined for the app-route policies.

11.Scroll to the right to see the columns showing (Mean
and Average) Latency, Loss and Jitter for each of the
tunnels on MPLS and Internet.

L0 MONITOR  hetwork » Real Time
m BR2-VEDGET (10,401 Mo D 400 Device Nodel: vedge-sloud o
Device Optlons: App Routes Statistics
Imtirtacs s
| = are ee
TCP Optimization
Q seurch Oplions Total Rows: 72
WAN Theoughput
| [ tocetcotor | Remote color oss | Mean Latency ter | stacissindex |
Flows
bz internet biz-ntermet 0 1 0 01,23
Top Talkers bz invternet biz-ntemet o 1 o 01,234
WAN biz-internat biz-ntermat ] o 01,234
biz-internet biz-ntermet 0 U] 01234
e
bz-internet biz-ntemet 0o o 01234
Tunnel bizinternet biz-ntemet o 1 o 01234
- i 1 01234
e bizinternet biz-ntemet ] 0 3
bz-Internet biz-'ntemet ] 1 o 01234
B biz-internet biz-ntemet o 1 0 01234
Events bizinternet biz-ntemet o 0 01234
biz-imernet biz-ntemet 1] 1 o 01234
ACLLogs
biz-internet biz-ntemat o 1 o 01234
Foiheesiio bizinternet biz-ntemet 0 0 0 01234
Real Time biz-internet biz-ntemet L] a1.234

NOTE: Simulate Flow s provides a simulation on
what IPSec tunnels will used for the defined flow
based on policies and transport performance
measurements.

12.Select Troubleshooting.

13. Click Simulate Flows.

14.Select VPN 10.

15. Select the source interface

16.Enter 10.3.10.10 as the destination IP address.
17.Click Advanced Options .

18. Enter the DSCP value of 46.

19. Click Simulate.

atfean]e,
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L1 MONITOR t Simulate Flows

Protocol® Source Port

| 44 [©] Al Paths

NOTE: This shows that the traffic class with DSCP
of 46 will go over MPLS as it meets the SLA

(latency <= 50msec) and is the preferred colour.

NOTE: Notice the path uses only mpls.

WAN Impairment
20.0pen new tab in Chrome and click the WAN
Impairment bookmark

B0 oapps ok viptelavManage @ WAN Impairment

dCloud WAN Impairment Control Panel

Select site to manage:

Datacenter 1
Datacenter 2
Branch 1
Branch 2
Branch 3

Remove Latency

21.Click Branch 1 and choose mpls transport and then

click Submit.
s Cisco vManage X @ 198.18.1.88/branchl X 4
& C {0 @ Notsecure | 198.18.1.88/branchi

I Apps il ViptelavManage @ WAN Impairment

Select transport for selected site:

mpls ¥ || Submit |

22.Click back to the open Simulated Flow browser tab.

CISCO f isco st
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23.When latency has been added, to show internet

transport, wait 1 minute and then run the test again.

03 MONITOR o llate Flo
OR2-VEDOF1 (10401 SitelD 400  Davion Model vEdge Cloud @

Output

¢:> > 9 10.4.0.1
> — Remota System [P 103.0.1
Encapsulation 1PSec
> biz-internat Remote System P 103.02
» Encapsulation 1PSec

24.Return to the WAN Impairment Tool and click Remove
Latency.

dCloud WAN Impairment Control Panel

Latency Removed
Select site to manage:

Datacenter 1
Datacenter 2
Branch 1
Branch 2
Branch 3

[Remove Latency

25.From the menu, select Configuration > Policies .

26. Click the three dots (...) to the right of the
MultiTopologyPlusAppRoute.

27.Select Deactivate.

=—r=m
ee
a s 7

28.Click Deactivate.

29.The policy status will change from In Progress to
Success, and the policy is successfully removed from
the vSmarts.

B TASK VIEW

Push vSmart Policy | @ Validation Success ~ Initiated By: admin  From: 198.18.133.36

Total Task: 2 ' Success : 2

Q Search Options v Total Rows: 2
T TS T

Done Removing polic... | vSmart-1 12121212 10 10.10.10.10

Done Removing polic. vSmart-2 222222 20 10.10.10.10
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Scenario 7. SD-WAN Security Overview (Optional)

The remote offices all utilize a Guest Internet VPN which allows customers to browse the
internet via Direct Internet Access. SD-WAN Security policy has been activated on this
guest VPN to protect them. Cisco SD-WAN Security can provide protection against
known and unknown malware threats with AMP and Threat Grid.

Challenge

Backhauled internet-bound traffic on a corporate firewall is a complex problem which
requires more appliances.

Benefits — Reduce Cost and Complexity

Activation of SD-WAN Security policy from central vManage results in simpler
operations, reduced cost, and reduction in time and effort.

Insert a wide range of security offerings at remote locations without needing more
appliances

Objective

Leverage defense-in-depth security offerings in a combined platform so customers can
decide what posture to adopt in distinct locations across the WAN saving on rack space.
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Steps

1. Click on the Dashboard button and then Security to view the SD-WAN Security
dashboard.

Cisco vManage

Dashboard
Main Dashboard
VPN Dashboard

Security

|§=curity

2. Click the small down arrow in the first widget and adjust time frame to 1 hour and
click Search.

FireWall Enforcement e 1o | : D;; Top Signature Hits 1 [ oy Count JEEIED URL Flltering ==
Time Frame Last 1 hour [
g W eputation block
n Close
; . Soctal Metwork
\'\ - ‘[ “ ‘\‘ v“ ‘\I ““ “" i\w'nw“ ,‘f ..«“‘ ]‘W‘VA\ B Came
Vi
Advanced Malware Protection "
£ A
- X
g [ ]
g | \
X . / \
3 | \
s \ | \ »
bececscssccesse . tecsee “
3. Click Configuration > Templates

sﬂlialic
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Configuration

Devices

Certificates

Network Design

Templates

N Type 1 Te...

Type 3 Te...

Policies

4. To the right of BranchType1Template-CSR click the three dots (...) and then
select View.

snchType1 Template-CSR Branch Type 1 T.. Feature CSR1000v ) 2 dimin 13 May 2019 715 In Syr
anchTypedTemplate-CSR Branch Type3T.. Feature CSR1000v 21 admir 24 Jul 2019 12:39... In Syne Wiew

5. After the page loads, click Additional Templates which will go to the bottom,
where Security Policy is listed.

L2 CONFIGURATION | TEMPLATES

Basic Information Transport & Management VPN Service VPN Additional Templates

Additional Templates

AppQoE Choose -
Banner All-Banner-dCloud ol
Policy BaselinePolicy -
SNMP All-SNMP-Basic -
Security Policy Branch-DlA-Security -

NOTE: Notice the Security Policy and the Container Profile. The Container runs the snort IPS engine.

6. Click Cancel.
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SD-WAN Security Policies

7. Click Configuration > Security.

Configuration

Devices

Certificates

MNetwork Design

Templates

Policies

Security

Branch-DIA-Security Branch Guest DIA Security  Direct Internet Access 3 2 admin 5 Aug 2019 3-05:50 PM COT E

9. Click Firewall on the top.
10.To the right of BRANCH-DIA-GUEST click three dots (...) and View to see the
firewall rules in effect.

46
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NOTE: Due to a visual bug in vManage, the implicit deny rule (called Drop) shows above the other rules. It will
NOT take effect before the configured rules.

NOTE: Notice that this firewall is zone-based and is configured to inspect traffic from the Guest VPN to the
Qutside.

NOTE: The rules are allowing traffic from the branch subnets and the traffic is being inspected.

11.Click Cancel to go back to the SD-WAN Security Policy.

Destinations

12.Click Intrusion Prevention to see how the IPS rules are set up.

13. Click on the three dots (...) to the right of the Branch-DIA-IPS policy and click
View.

X CONFIGURATION few Security Policy Branch-DI#

14.Click on Advanced.

NOTE: Notice that we can create a signature whitelist if certain applications are triggering the IPS but should be
allowed (common with some corporate home-grown applications).

15. Click Cancel.
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€2 CONFIGURATION | SECURITY  View Intrusion Prevention Policy

Target Policy Behavior

Signature Set  Security
‘I - Inspection Mode:  Protection Log Level:  Emor
Whitelist: -

Actions . Alerts
Signatures

Intrusion Prevention - Policy Rule Configuration @

fdvanced v

Signature Whitelist Select a signatwre list

Alerts LogLevel © -

16. Click on URL Filtering at the top
17.Click the three dots (...) next to the URL Filtering policy and select View.

£} CONFIGURATION Security » Wiew Security Policy Branch DIA Security

Firewal \.....‘..o...-‘.,_m.‘,.‘mm.m“w,.w.r.um..«..‘.n DHS Secury | Policy Summary

Search Options w Total Rows: 1
Branch-DIA-URLFilter @& urlFiltering admin 02 Aug 2019 %:15:53 AM COT

G: cal Preview
ﬁ

18. Click Cancel.
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3 CONFIGURATION | SECURITY  View LRL Filtering Policy

Target

VPNs

URL Filtering - Policy Rule Configuration @
Policy Name

Web Categories -

You

Policy Behavior

Block Categories: 23
Web Reputation:  Moderate Risk Blacklist  Disabled
" Action:  Block Page ‘Whitelist  Disabled

Whiteliet Malware_Demo_...

URLs: Reputation/Category.  Disabled
Blacklist URLs: Block Page Server

Alerts
Web Filter
botnets  cultandoccult  confrmed-spam-sources  dead-les  hac

19. Click Advanced Malware Protection.
20. Click the three dots (...) next to the BRANCH-DIA-AMP and then select View.

0 CONFIGURATION Secursy

Vimw Smcunity Policy Branch-OlA-Secunity

Firewa

Search Opsone

Q

|V |

= advancedMelweeSrotestion i

BRANCHDUAAMP

21.Click Cancel.

3 CONFIGURATION | SECURTY  Viaw Advaniced Masware Frotaction

Target

Advanced Malware Protection - Policy Rule Configuration @
Falioy Nt
O s

F i Kantation
AMAP Cloud Region

Werts Log Level

FiaAnwynin

Insruslon Pravantica | URL Filtaring

DNS Saourfty | Palloy Summary

Rafarece Count

Updated By

o 2018 314,08 PM EOT

adrnin

Policy Behavior

TG Clowd Region. Faputation Alert Level  Crifical
AMF Clout Regon  NAM —_— —_
File Types Lz Analyzia Alert Level:
File Heputation
File Analysis Alerts

®
m

ake possible

L2]=)

Tatal Rowe: 1

I
|

tiraphicl Preview

o]
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Disclaimer

This training document is to familiarize with Cisco SD-WAN solution Although the lab
design and configuration examples could be used as a reference, it’s not a real design,
thus not all recommended features are used, or enabled optimally. For the design
related questions please contact your representative at Cisco, or a Cisco partner.
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