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What is this session (not) about?

- This session is not purely about IP multicast

- This session is not purely about Cisco SD-Access

- This session is about IP multicast in Cisco SD-Access é
Head-end replication *
Native multicast ®
Layer 2 flooding °
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 Introduction

- I[P multicast recap

- Head-end replication vs Native multicast

- SD-Access multicast-deployment models
- Layer 2 flooding

- Multicast in SDA Transit

- Design considerations

- Summary

CISCO M~/ BRKENS-2820

© 2024 Cisco and/or its affiliates. All rights reserved. Cisco Public

7



IP multicast
recap

ASM, SSM, RP, MSDP
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Multicast Routing Terminology

Source - device originating multicast traffic

Receiver - device requesting multicast traffic

First-Hop Router (FHR) - device attached to
source network segment

Last-Hop Router (LHR) - device attached to
receiver network segment

Multicast Device - device enabled for multicast
traffic

Randezvous Point (RP) - a root for a shared tree

cisco L{{(o/‘/

=8 Source

e -

RP

- @

e © ©

@

Receivers
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Any-Source Multicast

= Used in scenarios where receivers do not know
the sources sending to a multicast group.

= ASM is the only option in IGMP version 1 and 2.
It is also supported in IGMP version 3.

= Multicast devices must learn which sources are
sending to multicast group in order to forward
packets to receivers.

= |n ASM we need a Rendezvous Point(s)!

CISCO L&V&_/ BRKENS-2820

Source Source?2 Source3

S

| need ‘
a stream ‘

@
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ASM basic workflow

Source
= Source starts sending traffic to a multicast /
group. It reaches FHR first. @ HR
» FHR sends a PIM Register unicast packet ‘é
encapsulated in PIM Tunnel to RP. RP @

= At this point the multicast traffic is being

sent in unicast tunneling to RP. LHR @
= What happens next depends if receivers
requested a multicast stream. If there are no
receivers yet, RP sends PIM Register Stop @
message up to FHR and waits.

e © ©

Receivers
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ASM basic workflow

=8 Source

Receivers request multicast stream by /
sending IGMP Join messages to the segment / @ FHR
= Designated multicast router for this segment ap /

(DR) sends PIM Join (*,G) to RP. \

= RP sends a PIM Join message to FHR to HR

@@

request a stream. FHR adds to OIL interface
facing RP and forwards traffic. \ . /

= Shared Tree (RPT) is now ready, so multicast / \
stream can be forwarded down to receivers. @ @

Receivers
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ASM basic workflow

Multicast traffic forwarded through RPT =P source
=  Multicast traffic flows down through RPT @ FHR

following OIL on all multicast devices. /
= Once multicast stream hits LHR, it learns < @

about multicast source!

=  While traffic flows to receivers, LHR now HR @ /
starts building a separate PIM Join (S,G)

directly to the source. / \

Receivers
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ASM basic workflow

Building Shortest Path Tree (SPT)

= | HR sends new PIM Join towards multicast
source.

= FHR adds interface towards LHR to OIL and
traffic starts flowing down OIL to LHR.

= | HR now has two multicast streams...

cisco L{{@/

E Source

Receivers
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ASM basic workflow

Switching to Shortest Path Tree (SPT) ! =D source
» |LHR sends a PIM Prune message to the RP @ FHR
for the (*,G) entry. / \

= RP removes the interface facing LHR from @ @
OIL and stops delivering traffic. \ l

= [f there are no other OIL built for that (S,G)
then the RP will prune itself.

= \We’ve got only SPT left. @/ \A@
Receivers
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A closer look on the RP

=8 Source

Purpose:

: @ FHR
= Helps to build SPT between a Source
and Receivers.
: - @

Problems:

one is the RP?
= |f the RP fails in ASM, multicast traffic will fail

unless already on SPT. How can we provide @
redundancy?

= How do all multicast devices agree on which LHR @ @ LHR

Receivers
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A closer look on the RP

Three ways to solve both problems

AutoRP (kind of old way)
= uses concept of Mapping Agent and Candidate RPs
= two dedicated multicast group used (224.0.1.39, 224.0.1.40)

BSR (better way)
= uses concept of Candidate BSR and Candidate RP
= uses All PIM Routers multicast group (224.0.0.13)

Anycast RP (smart approach)
= advertise same RP IP address from multiple devices
= all multicast routers knows RP via any method (Static, BSR, AutoRP)

cisco M- BRKENS-2820 © 2024 Cisco and/or its affiliates. All right:

s reserved. Cisco Public
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ASM with Anycast RP

How it really works? ‘ Source

Source starts sending multicast. FHR sends
a PIM Register unicast message encapsulated @ UR
in PIM tunnel to one of RPs.

\

RP
Receivers request multicast stream by sending 1.1.1.1 @

IGMP Join Message to the segment. 1

1 1

DR sends PIM Join (*,G) to RP based on LHR @ -

routing table / load-balancing algorithm. \ — /

What if RP node which received PIM Join (*,G) / ™~

doesn’t have a knowledge about the source !? @

Receivers
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ASM with Anycast RP

Introducing Multicast Source Discovery Protocol (MSDP) Source
= Uses unique interfaces to exchange @ FHR
messages between Anycast RPs.
RP / RP
m i i 1.1.1.1 1.1.1.1
When any RP receives PIM Register, (5229 (5333)

sends MSDP SA message to the peer.

LHR LH

= MSDP Source Active message contains the @
IP of source and group address, if another
RP has active PIM Joins and OIL for this

group, it triggers that RP to build PIM Join

to source.

-

°, /a ®
(,,/

Receivers
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Source-Specific Multicast

Source Source?2 Source3

= A solution that allows receivers to point the
source from which they want to receive traffic.

= SSM requires receivers to know sources and uses ‘ ‘
IGMPVv3 Join message to request source and

group pair. @

= Uses reserved multicast group address range

232.0.0.0/8. * @

= |In SSM we don’t need a Rendezvous Point(s)! el ‘ ‘

Source1!

* Can be customized in a configuration @

cisco M- BRKENS-2820 © 2024 Cisco and/or its affiliates. All rights reserved. Cisco Public 20




SSM basic workflow

Source starts sending multicast stream =P source
= When a source sends multicast traffic to a /
group it hits FHR first and nothing happens. @ HR

= Receivers signal interest in multicast group @ '\\®
RP

by sending IGMPv3 Join (S,G) message.

= DR starts building SPT by sending PIM Join
(S,G) towards the FHR. LHR @

N

= Multicast traffic flows down through SPT

following OIL. /

c 1 sco M- BRKENS-2820 © 2024 Cisco and/or its affiliates. All rights reserved. Cisco Public 21
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Head-end replication
VS
Native multicast
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SD-Access multicast

Supported deployment modes (in a nutshell)
Head-end replication

= Forwarding in overlay
= Multicast over unicast scenario
= Supported from the beginning

= 1000 multicast groups™ supported in overlay

Native multicast

= Forwarding in underlay

= Multicast over multicast scenario

= Supported from Cisco DNA Center 1.2.5 and I0S-XE 16.9.1s

= 1000 multicast groups* supported in underlay (mapping starts with 232.0.0.1 and ends with
232.0.3.232)

*) platform dependency

cisco M BRKENS-2820 © 2024 Cisco and/or its affiliates. All rights reserved. Cisco Public 23



Head-end replication

Supported modes (overlay): ASM, SSM

RP placement (ASM, overlay): Inside or outside the fabric

Multicast source placement: Inside or outside the fabric

RP redundancy (ASM, overlay): MSDP

Configuration: Fully automated by Cisco DNA Center

General rule:

Multicast packets are encapsulated in VXLAN and forwarded as unicast towards
each Edge Node separately.

c 1 S CO M-/ BRKENS-2820 © 2024 Cisco and/or its affiliates. All rights reserved. Cisco

Public
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Native multicast

Supported modes (overlay): ASM, SSM

Supported modes (underlay): SSM

RP placement (ASM, overlay): Inside or outside the fabric

Multicast source placement: Inside or outside the fabric

RP redundancy (ASM, overlay): MSDP

Configuration: Fully automated by Cisco DNA Center only when

LAN Automation feature used to configure underlay

General rule:

Multicast packets are encapsulated in VXLAN as multicast and forwarded to Edge Nodes
through underlay multicast tree.

c 1 SCO M-/ BRKENS-2820 © 2024 Cisco and/or its affiliates. All rights reserved. Cisco Public 25



Head-end replication
with ASM
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Head-end replication with ASM (config

Cisco DNA Center

abric Sites / Krakow
Fabric Sites

Krakow

Find Hierarchy
Fabric Infrastructure

~ “QPK‘L«M‘

B Building A

Host Onboarding

[}

i

Export E

More Actions v Show Task Status

Configure Multicast (1)
Delete Fabric Site

Edit Fabric Zone

®

Jo!

cisco L{{(o/‘/
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Head-end replication with ASM (config

Selection of replication mode

Cisco DNA Center onfigure Mult

Replication Mode

Headend Replication is performed by the multicast first-hop router (FHR) by replicating the multicast packet as
unicast to all last-hop routers (LHR) with interested subscribers. The primary advantage of Headend Replication is
that it does not require multicast in the global routing table (underlay)

Native Multicast does not require the ingress Fabric Node to do multicast-to-unicast replication. Rather, all network
devices in the multicast tree, including intermediate nodes (nodes not operating in a Fabric Role) are used to do the
replication. To support Native Multicast, the FHRs, LHRs, and all network infrastructure between them must be
enabled for multicast. Native Multicast uses PIM-SSM in the global routing table (underlay) for the multicast

transport.

Select the replication mode that will be deployed in the Fabric Site

(O Native Multicast @) Headend Replication

c 1 S co &. BRKENS-2820 © 2024 Cisco and/or its affiliates. All rights reserved. Cisco Public 28



Head-end replication with ASM (config)

Selection of Virtual Network

= Cisco DNA Center

Configure Multicast

Virtual Networks

Select the Virtual Networks where multicast will be enabled.
(. Search Virtual Networks
0 Unselected

Remove All 1 Selected

» Campus

€] Exit Review { Back

cisco L{{{o//

BRKENS-2820
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Head-end replication with ASM (config

Multicast pool mapping

ilticast

Multicast pool mapping

When multicast is enabled in the Fabric Site, every device operating with the Border Node or Edge Node
functionality is provisioned with an IP address per Virtual Network that is used for multicast signaling

Select a unique IP Address Pool per Virtual Network

Campus

IP Address Pool*

Mcast_rsv (172.16.200.0) v

€] Exit Review Back ]
c 1 SCO M. BRKENS-2820 © 2024 Cisco and/or its affiliates. All rights reserved. Cisco Public
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Head-end replication with ASM

How big should be multicast IP pool?

= Every non-RP fabric device needs just one |IP address.

= RP fabric devices need one common IP address (AnycastRP) and one
IP address per device (MSDP), so three IP addresses in total.

cisco M-/ BRKENS-2820 © 2024 Cisco and/or its affiliates. All rights reserved. Cisco Public 31



Head-end replication with AS

Selection of multicast mode

= Cisco DNA

Multicast Mode

Protocol Independent Multicast (PIM) is used to build
multicast receiver to the multicast source, effectively building a tree

This root of this tree

s the multicast source, and the branches of the tree lead to the interested subscribers

for a given multicast stream

With PIM Any
With PIM Source

source itself. To learn more, click here

Select the multicast mode that will be deployed in the Fabric Site.
O Source Specific Multicast (SSM)

@ Any Source Multicast (ASM)

€] Exit

c1sco 'p/_/

pecific Multicast (PIM-5

urce Multicast (PIM-ASM), the root of the tree is the Rendezvous Point.
SM), the root of the multicast tree is the

Review

BRKENS-2820

=)
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Native multicast with ASM (config
RP Mapping

Multicast Group to Rendezvous Point
Mapping

For each Virtual Network, select whether the Rendezvous Points (RP) are
Fabric Devices or External Devices to the Fabric. Group-to-RP mapping can
optionally be defined for each RP.

IPv4 RPs

I Campus -] Rendezvous Point Device Location () (O Group-to-RP Mapping e

Q) Search Table

Q) External (1) Fabric ()

Rendezvous Paint ()

Select primary device ‘
)

Pod1-Border1.cisco.com v

Select secondary device

Pod1-Border2.cisco.com W

Max 2 RP
thes €an be configyr,
defayjt Mapping ed for
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Head-end replication with ASM (configuration

Final state
G oL

! Krakow
%

= Cisco DNA Center

Fabric Sites

=q Find Hierarchy

Fabric Infrastructure Host Onboarding More Actions v Show Task Status
Devices (4) (T Export
v Krakow
deviceName: (*POD1*] X 3
@ Building A e ¢ ) !
0 Selected Tag More Actions As of: Jan 4, 2023 12,17 F
a Device Name IP Address Device Family Reachability Fabric Role Border Priority Fabric Zone Provision Status Compliance Status Readiness Status
[: Pod1-Border1.cisco.com 192.168.10.1 Switches and Hubs @ Reachable 10 Success @ Compliant Not Applicable
) Pod1-Border2.cisco.com 192.168.10.200 Routers ® Reachable 10 - Success @ Compliant Not Applicable
O POD1-Edge1.cisco.com 192.168.10.3 Switches and Hubs @ Reachable N/A Success @ Compliant Not Applicable
O Pod1-Edge2.cisco.com 192.168.10.4 Switches and Hubs ® Reachable N/A -— Success @ Compliant Not Applicable
4 Records Show Records: 25 v 1-4 (1]

c 1 S co &. BRKENS-2820 © 2024 Cisco and/or its affiliates. All rights reserved. Cisco Public



Head-end replication with ASM S o

A closer look. Initial status.

FHR
239.10.10.10
Multicast ’ LY PIM
Source €
T~o N REGISTER

\

BORDERl 'BORDER2
¥*._ MsDP ,

_____

INT

cisco L{%o// @ @

Receivers

~C!

. Receivers are connected to Edge Nodes (LHRS).

Multicast Source is located outside the fabric.

. Rendezvous Points (RPs) are present in overlay as a part

of endpoint IP space.

. PIM-SM is enabled in overlay between fabric devices

and outside the fabric within VN/VRF.

. Source starts to stream multicast traffic. FHR receives

multicast stream and triggers any-source PIM Register
towards RP (based on routing protocol).

. RP updates a peer RP about the source via MSDP.

. If there are no receivers yet, RP sends PIM Register Stop

message up to FHR and waits.

BRKENS-2820 © 2024 Cisco and/or its affiliates. All rights reserved. Cisco Public 35



Head-end replication with ASM

A closer look. Clients request multicast stream.

FHR
Muslticast ‘;:; - PIM 1. Clients send IGMP Join for any-source multicast group (*,G).
ource ~‘\\ JOlN
Y 2. The Edge Node receives IGMP Join on SVI and triggers new
} PIM Join towards RP. Since RPs have same IP address
EOmi(=? @ ' (RP (anycast), the hashing algorithm will be used to forward
I :::: ::: S the packet (LISP next-hop towards RP).
,,/"/ R 3. The fabric RP now has both (S,G) knowledge for the
- Ry multicast group and triggers PIM Join to FHR.
7 # l/
PIM ’ INT / PIM
JOIN " JOIN 4. FHR adds interface facing RP to OIL and starts forwarding
*.6)/ (%) multicast traffic.
EDGEI(IE R\ IGMP ,//IIQE poee
\ JOIN K

cisco M/ @
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Head-end replication with ASM

A closer look. Multicast stream forwarded to receivers.

| 239.10.10.10 FHR
Muslticast — ‘;3 1. The Border Node (RP) receives a multicast packet from FHR.
ource

2. The Border Node creates a copy of the original multicast
packet for each LHR (Edge Node), encapsulate it

in VXLAN and then unicasts it.
BORDER1 [T ¥4l BORDER?

3. Each LHR receives VXLAN packet, decapsulates it
and sends original multicast packet towards the client.

MFE\ /%

cisco Ld{a/./ @
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Head-end replication with ASM

Let’s get some captures!

HR
] 239.10.10.10
Multicast fee—=s ’ LY
Source = A
(I Jicmp.seq == 51733
No. Time Source Destination Protocol Length Info
[ 2 0.257982 192.168.201.2 239.10.10.10 ICMP 78 Echo (ping) request id=0x0002, seq=51733/5578
Q) )
BORDER1 BORDER2
L TS -

> Frame 2: 78 bytes on wire (624 bits), 78 bytes captured (624 bits)

> Ethernet II, Src: Cisco_15:4b:79 (a@:f8:49:15:4b:79), Dst: IPv4mcast_@a:@a:@a (01:00:5e:0a:0a:0a)
> 802.1Q Virtual LAN, PRI: @, DEI: @, ID: 3029

> Internet Protocol Version 4, Src: 192.168.201.2, Dst: 239.10.10.10

> Internet Control Message Protocol

EDGE1 EDGE2

cisco L‘V&~/ Receivers
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Head-end replication with ASM

Let’s get some captures!

HR
s | 239.10.10.10

Multicast [ ’ L S

Source =— N
[ W [icmp.seq == 51733
No. Time Source Destination Protocol Length Info
i - 2.546428 192.168.201.2 239.10.10.10 ICMP 124 echo (ping) request id=@x@@02, seq=51733/5578

« 2.546548 192.168.201.2 239.10.10.10 ICMP 124 Echo (ping) request id=0x@002, seq=51733/5578
= -
BORDER1 BORDER2 > Frame 13: 124 bytes on wire (992 bits), 124 bytes captured (992 bits) on interface @
XY - P

> Ethernet II, Src: Cisco_d4:8a:07 (@@:6b:f1:d4:8a:87), Dst: Cisco_38:b3:74 (0@:42:5a:38:b3:74)
> Internet Protocol Version 4, Src: 192.168.10.200, Dst: 192.168.10.4
> User Datagram Protocol, Src Port: 60842, Dst Port: 4789
Vv virtual eXtensible Local Area Network

> Flags: ©x8848, GBP Extension, Don't Learn, VXLAN Network ID (VNI)
Group Policy ID: @
VXLAN Network Identifier (VNI): 4099
Reserved: @
Ethernet II, Src: Cisco_d4:8a:07 (@@:6b:f1:d4:8a:07), Dst: IPv4mcast_@a:@a:@a (01:00:5e:0a:0a:0a)
Internet Protocol Version 4, Src: 192.168.201.2, Dst: 239.10.10.10
Internet Control Message Protocol

v v v

EDGE1 EDGE2
. " nnected to
What if receivers ¢O s

20 x Edge Node

cisco L‘V&. Receivers BRKENS-2820 © 2024 Cisco and/or its affiliates. All rights reserved. Cisco Public 39



Head-end replication with ASM

Let’s get some captures!

HR
] 239.10.10.10
Multicast [ ’ L S

Source =— N
[ Jicmp.seq == 51733
No. Time Source Destination Protocol Length Info
- 2.492239 192.168.201.2 239.10.10.10 ICMP 124 Echo (ping) request id=0x0002, seq=51733/5578
= -
BORDER1 (__’ (__’ BORDER2 > Frame 12: 124 bytes on wire (992 bits), 124 bytes captured (992 bits) on interface @
> Ethernet II, Src: Cisco_38:b3:56 (@@:42:5a:38:b3:56), Dst: Cisco_29:ee:e4 (70:6b:b9:29:ee:e4)
> Internet Protocol Version 4, Src: 192.168.10.200, Dst: 192.168.10.4
> User Datagram Protocol, Src Port: 60842, Dst Port: 4789
Vv Virtual eXtensible Local Area Network

> Flags: @x884@, GBP Extension, Don't Learn, VXLAN Network ID (VNI)
Group Policy ID: @
VXLAN Network Identifier (VNI): 4899
Reserved: @
Ethernet II, Src: Cisco_d4:8a:07 (@0:6b:f1:d4:8a:87), Dst: IPv4mcast_@a:@a:@a (81:80:5e:0a:0a:0a)
Internet Protocol Version 4, Src: 192.168.201.2, Dst: 239.10.10.10
Internet Control Message Protocol

v vwv

EDGE1 EDGE2

cisco L‘V&. Receivers BRKENS-2820 © 2024 Cisco and/or its affiliates. All rights reserved. Cisco Public 40



Head-end replication with ASM

Final state.

s | 239.10.10.10

Multicast ] — [KaIN 1. Multicast traffic forwarded to receivers through RPT.

\ 2. What about switching to SPT?

ComC

(_:: BORDER?2

Source

BORDER1 [T

m%\ /%

cisco L{V&/ @

Receivers BRKENS-2820 © 2024 Cisco and/or its affiliates. All rights reserved. Cisco Public 41



Head-end replication with ASM

What if more than two border nodes?

- RPT = SPT

BRKENS-2820 © 2024 Cisco and/or its affiliates. All rights reserved. Cisco Public 42



Head-end replication with ASM

More than two border nodes.

FHR
239.10.10.10
Multicast ’ L S ~o PIM
Source ~ >« REGISTER

\
\

4
@ ).~ 6
BORDER1 ‘1* ‘1* - ‘=* BORDER2
L TS L 'S L XS
-

cisco W/ @ @

Receivers

. Receivers are connected to Edge Nodes (LHR).

Multicast source is located outside the fabric.

. Rendezvous Point is present in overlay as a part

of endpoint IP space.

. PIM-SM is enabled in overlay between fabric devices

and outside the fabric within VN/VRF.

. Source starts to stream multicast traffic. FHR receives

multicast stream and triggers any-source PIM Register
towards RP.

. If there are no receivers yet, RP sends PIM Register Stop

message up to FHR and waits.

BRKENS-2820 © 2024 Cisco and/or its affiliates. All rights reserved. Cisco Public 43



Head-end replication with ASM

More than two border nodes.

FHR
e || 239.10.10.10
Multicast ferd — 7> ::—) *
S — - S
ource \\ PlM
), JOIN
1
/
(@
@ (e, -
BORDER1 & bl plige BORDER2
L TS L 'S L XS
/, ‘\
Z \\
\
I/ \\
PIM [/ INT \ PIM
JOIN | | JOIN
(G) | (+6)
1 1
1 1
EDGElCIE N //IQE EDGE?2
\lamp
N JOIN J

cisco Lz{@/ @ Receivers @

. Clients send IGMP Join for any-source multicast group (*,G).

. The Edge Node receives IGMP Join on SVI and triggers new

PIM Join towards RP.

. The fabric RP now has both (S,G) knowledge for the

multicast group. The PIM Join is triggered from RP to FHR.

. FHR adds interface facing RP to Outgoing Interface List (OIL)

and starts forwarding multicast stream.

BRKENS-2820 © 2024 Cisco and/or its affiliates. All rights reserved. Cisco Public 44



Head-end replication with ASM

More than two border nodes.

N

Ome  ©n

i g =
< ¥4l EORDER?

vxlan

FHR
——1 239.10.10.10

Multicast [ ’ L S

Source = A

BORDER1 ::::

m%\ /%

cisco L{{/&/ @

Receivers

. Once Border Nodes receives multicast traffic, it will unicast

it over the VXLAN to fabric RP.

. Then, the fabric RP will unicast traffic to Edge Nodes (LHRs)

over the VXLAN.

. Edge Nodes receive VXLAN packets, decapsulate it and send

original IP multicast packets towards clients.

. Classic scenario, multicast traffic forwarded through RPT.

BRKENS-2820 © 2024 Cisco and/or its affiliates. All rights reserved. Cisco Public 45



Head-end replication with ASM

More than two border nodes.

| 239.10.10.10 FHR
Muslticast — ‘;3 1. Once the first multicast packet arrives on the Edge Node,
R the shortest path tree (SPT) switchover occurs,
\ which triggers a new PIM Join (S,G) directly to Border Node.
@ oS @ 2. The Border Node now knows which Edge Nodes have
T :::: :::: ::: — clients attached based on the received PIM Join message.
vxlan
-
- ’

cisco L{{/&/ @ @ s
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Head-end replication with ASM

More than two border nodes.

FHR
Multicast E ‘;3 1. The Border Node creates a copy of the original multicast
s packet for each LHR (Edge Node), encapsulate it
\ in VXLAN and then unicasts it.

@ oS @ 2. Each LHR receives VXLAN packet, decapsulate it
T ::: ::: ::: — and sends original multicast packet towards the client.

m%\ /%

cisco L{{/&/ @
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Head-end replication with ASM

Source and receivers behind Edge Nodes.

E ) B )P 1. Receiver and source are connected to Edge Nodes
BORDER1 ‘-’ ‘-’ BORDER2Z2 (FHR & I—HR)
M v wsop v (i
~ g ,:/ L ﬂ
. /

2. Rendezvous Points (RPs) are present in overlay as a part

S =
-

-

/,/ ! BIM of endpoint IP space.
¢" INT \ JOIN
PM 7 ‘ - : : ;
B e ' (*,G) 3. PIM-SM is enabled in overlay between fabric devices.
/ \
/ \\ 4. Source starts to stream multicast traffic. FHR Edge Node
receives multicast stream and triggers any-source
E— e PIM Register towards RP.
&3‘““” K 5. Receiver request multicast traffic by sending IGMP Join (*,G).
@ // 'jio'\l/"\i) LHR Edge Node triggers PIM Join (*,G) towards RP.
Multicast Receiver (*’G)

Source
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Head-end replication with ASM

Source and receivers behind Edge Nodes.

@(_ (RP) @‘_ (RP) 1. FHR Edge Node encapsulates multicast traffic in vxlan and forw
BORDER1 (_:: (_:: BORDER?2 towards RP.

2. RP decapsulate multicast traffic and forward it down
to LHR Edge Node following RPT.

3. Once the first multicast packet arrives on the LHR Edge Node,
the shortest path tree (SPT) switchover occurs,
which triggers a new PIM Join directly to FHR Edge Node.

Multicast Receiver
Source

c 1 S co M-/ BRKENS-2820 © 2024 Cisco and/or its affiliates. All rights reserved. Cisco Public 49



Head-end replication with ASM

Source and receivers behind Edge Nodes.

B9 @ E (") 1. The FHR Edge Node creates a copy of the original multicast
BORDER1 :::” ::: BORDER2 packet for each LHR, encapsulate it in VXLAN and then
unicasts it.
= 2. The LHR Edge Node receives VXLAN packet, decapsulate it
INT and sends original multicast packet towards the client.

K\?anmo K//
‘!E;’
[—]
[—]
[—]
o

Multicast Receiver
Source
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Head-end
replication
with SSM
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Head-end replication with SSM (configuration)

= Configuration steps are exactly the same as for Head-end replication
with ASM.

= As a result of provisioning process the ip pim vrf <vrf-name> ssm default
command is pushed to all fabric devices which enables SSM in the
overlay.

= \When host subscribes to an SSM channel (by means of IGMPv3),

announcing a desire to join group G and source S, RP is not contacted
in this process by the receiver.
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DEMO #1:

Head-end replication with

https://youtu.be/O700Quge5vDA

cisco L{V&/


https://youtu.be/O7oQuge5vDA

Lab setup used for demo

)
MULTICSAST = Catalyst 3850
SOURCE = SS/LHR
WIN7 VM3 R

192.168.11.155

Catalyst 9300 ASR 1001-X
I0S-XE: 17.9.4a IOS-XE: 17.9.4a
BORDERT1 BORDER2

Catalyst 3850
INT

Catalyst 9300
IOS-XE: 17.9.4a

EDGE1 EDGE2

Catalyst 9300
I0S-XE: 17.9.4a

USER1 USER2
| 172.16.11.100 ]@www WWVM@[ 172.16.11.200 |

cisco L{{@‘/

BRKENS-2820

<

Cisco

DNA Center
Version 2.3.5.0
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Native multicast
with ASM
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Native multicast with ASM (underlay config
By LAN Automation.

= Cisco DNA Center

Session Attributes

Select the Site where Discovered Devices will be assigned.
The available IP Address pools are based on the Discovered Device Site.
Advanced Session Attributes and a Hostname Prefix are optionally available

Discovered Device Site

Principal IP Address Pool*

Q search Hierarchy POD1_LANAUTOMATION SN0}

<
©

Link Overlapping IP Pool

h Help

v & Global @l & Advanced Attributes

S-1S Domain Password

Sear

~ db Poland
& Krakow
N farow Enable Underlay Native multicast, Configure
i# Building A . W Seed devices as RP
I @ Enable Mutticast @ and Configure Discovered devices as

() Advertise LAN Autom subscribers to multicast traffic.

HOSTNAME MAPPING

€] EXit Al changes saved

© 2024 Cisco and/or its affiliates. All rights reserved. Cisco Public 57
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Native multicast with ASM (underlay config)

Manual approach (CLI), minimal configuration.

All of the underlay devices (including Intermediate Nodes)

ip multicast-routing
ip pim ssm default

All of the L3 interfaces

ip pim sparse-mode

cisco M-/ BRKENS-2820 © 2024 Cisco and/or its affiliates. All rights reserved. Cisco Public 58



Native multicast with ASM (underlay config

Manual approach (Templated Editor), minimal configuration.

= Cisco DNA Center Tools / Templates Hub a @ e

Hub 7 NativeMulticastUnderlay (Not Committed) Properties

Templates Variables Simulation Provision Conflicts

sistant [® Template History ¢ Attach to Network Profile CIl show Design €

Auto saved: 9:06 AM ( ) Za Search ] Clone (T Export fjj Delete
ip multicast routing
ip pim ssm default

interface TenGigabitEthernetl/1/1
ip pim spare mode

interface TenGigabitEthernetl
ip pim spare mode

cisco L{{/&/
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Native multicast with ASM (config)

New Workflow

= Cisco DNA Center [OJNA A
Krakow
. Fabric Infrastructure Host Onboarding . More Actions Show Task Status
Configure Multicast 0}
e e New GUI workflow
...........
& o, introduced in 2.3.5.X

SN S R ]

B
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Native multicast with ASM (config

Selection of replication mode

Replication Mode

Headend Replication is performed by the multicast first-hop router (FHR) by replicating the multicast packet as
unicast to all last-hop routers (LHR) with interested subscribers. The primary advantage of Headend Replication is
that it does not require multicast in the global routing table (underlay)

Native Multicast does not require the ingress Fabric Node to do multicast-to-unicast replication. Rather, all network
devices in the multicast tree, including intermediate nodes (nodes not operating in a Fabric Role) are used to do the
replication. To support Native Multicast, the FHRs, LHRs, and all network infrastructure between them must be
enabled for multicast. Native Multicast uses PIM-SSM in the global routing table {underlay) for the multicast
transport

Select the replication mode that will be deployed in the Fabric Site

© Native Multicast () Headend Replication

cisco /.« p/_/
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Native multicast with ASM (config

Selection of Multicast Mode

= Cisco DNAC

Multicast Mode

Protocol Independent Multicast (PIM) is used to build a path backwards from the
multicast receiver to the multicast source, effectively building a tree. This root of this tree
is the multicast source, and the branches of the tree lead to the interested subscribers
for a given multicast stream

With PIM Any-Source Multicast (PIM-ASM), the root of the tree is the Rendezvous Point.

With PIM Source-Specific Multicast (PIM-SSM), the root of the multicast tree is the
source itself. To learn more, click here

Select the multicast mode that will be deployed in the Fabric Site. If needed SSM Ca n be enabled
O source Specific Multicast (SSM) together W|th ASM

] Any Source Multicast (ASM)

£ Exit Review Back

c 1 s co &. BRKENS-2820 © 2024 Cisco and/or its affiliates. All rights reserved. Cisco Public 62



Native multicast with ASM (config

RP Mapping

= Cisco DNA Center

Mapping

For each Virtual Network, select whether the Rendezvous Points (RP) are
Fabric Devices or External Devices to the Fabric. Group-to-RP mapping can
optionally be defined for each RP.

IPv4 RPs

I Campus (-] Rendezvous Point Device Location (O

(Q search Table

O External (D Fabric (D

Rendezvous Point ()

Select primary device

Pod1-Borderl.cisco.com A
Select secondary device
Pod1-Border2.cisco.com ~

<] Exit

cisco L{{{o//

BRKENS-2820

@Group-lu- RP Mapping
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Native multicast with ASM (config)
RP Mapping (Group-to-RP Mapping)

= Cisco DNA Center

IPv4 RPs

Q, search Tet

| comeus ° Rendezvous Point Device Location o0 agans | ()
0 Externa ; - External RP for only 2 selected
Group-To-RP Mapping ranges

62168151 91005 . * 239.1.0.0 0.0.255.255
* 239.2.0.0 0.0.255.255

239.2.0.0/16 ? +

Rendezvous Point Device Location (C)Group-to-RP Mapping \'/i\'
= ()
. Internal RP for all
Rendezvous Point OtherS
Pod1-Border.cisco.com v
Pod1-Border2.cisco.com v
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Native multicast with ASM (config)
RP Mapping (Group-to-RP Mapping)

a

<snip>
!

ip pim vrf Campus rp-address 192.168.19.1 ASM ACL IPV4 Campus 192.168.19.1
ip pim vrf Campus rp-address 172.16.200.1

ip access-list standard ASM ACL IPV4 Campus 192.168.19.1
10 permit 239.1.0.0 0.0.255.255

20 permit 239.2.0.0 0.0.255.255
!

<snip>

cisco L{{@/
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Native multicast with ASM

A closer look. Initial status (underlay).

FHR
Multicast F== 1. Multicast routing is enabled on all underlay devices.
Source —

2. SSM is enabled on all underlay devices.

@ @ 3. PIM-SM is enabled on all L3 interfaces on all underlay
BORDER1 :::: PIM-SM e devices.

XYl BORDER2

-1, o 4. Native multicast is enabled for particular site in Cisco
DNA Center GUI.

Iy,

o
EDGEICE % EDGE2
cisco L{{@/ @ @
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Native multicast with ASM

A closer look. Initial status (overlay).

FHR
Multicast : ‘;:; 1. Receivers are connected to Edge Nodes (LHRs).

e ) Multicast Source is located outside the fabric.

PIM g
REGISTER .~ 2. Rendezvous Points (RPs) are present in overlay as a part
@ @ of endpoint IP space.
BORDER1 BORDER2
‘-’ *._Msbp __* 3. PIM-SM is enabled in overlay between fabric devices
---- and outside the fabric within VN/VRF.

- 4. Source starts to stream multicast traffic. FHR receives
multicast stream and triggers any-source PIM Register
towards RP.

QE QE 5. RP updates a peer RP about the source via MSDP.
ppeEd heRs 6. If there are no receivers yet, RP sends PIM Register Stop

message up to FHR and waits.

asco Loy !/ @ @
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Native multicast with ASM

A closer look. Clients request multicast traffic.

FHR
Multicast & 1. Clients send IGMP Join for any-source multicast group (*,G)
Source A ’ Y 9 P
PIM /’, 2. The Edge Node receives IGMP Join on SVI and triggers new
JOIN ,’ PIM Join towards RP. Since RPs have same IP address
@ @ G (=P (anycast), the hashing algorithm will be used to forward
BORDER < the packet (LISP next-hop towards RP).
¢__’ QN EORDER2
3. The fabric RP now has both (S,G) knowledge for the
\ \\ multicast group and triggers PIM Join to FHR.
PM -\ :_. N PIM
JOIN "/ lid - 4. FHR adds interface facing RP to Outgoing Interface List (OIL)
(*,G) ,/ \( !G) . . .
- \ and starts forwarding multicast traffic.
EDGElCIE % i% EDGE?2
s lamp
\ JOIN /!

asco Lo/ @ @
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Native multicast with ASM
A closer look. Multicast stream forwarded to receivers.

FHR

239.10.10.10
Musltlcast 1. The Border Node receives a multicast packet from FHR.
ource

2. The Border Node copies original multicast packet to underlay
multicast SSM tree (232.0.0.0/8) and sends it towards

C O3> G (=P Intermediate Node. As a destination |IP address in VXLAN
BORDER :::: ORDERZ header, the multicast group address is used.
%

3. Intermediate Node replicates original multicast packet
and forward one copy to each of the Edge Nodes where
e receivers are connected.
LY

1%
2
ﬁ\\’aﬂ‘ /’3/7

~

. Edge Nodes (LHRs) decapsulate VXLAN packet, put it back
to multicast tree in respective VN and forward it directly

to receivers.
EDGE1 \ / EDGE2

cisco M Rece lvers BRKENS-2820 © 2024 Cisco and/or its affiliates. All rights reserved. Cisco Public 69



Native multicast with ASM

Let’s get some captures!

HR
] 239.10.10.10
Multicast [ ’ L S

Source —— A
T TG
BORDERl ORDER2
%A
D

INT

S
b
y &‘

cisco L‘V&~/ Receivers

[ W Jicmp.seq == 55082
No. Time Source Destination Protocol Length Info

[~ 20.183978 192.168.201.2 239.10.10.10 icmp 78 Echo (ping) request id=0x0002
> Frame 2: 78 bytes on wire (624 bits), 78 bytes captured (624 bits) on interface @

> Ethernet II, Src: Cisco_15:4b:64 (20:f8:49:15:4b:64), Dst: IPv4mcast_0a:@a:@a (01:00:5e:0a:0a:0a)

> 802.1Q Vvirtual LAN, PRI: @, DEI: @, ID: 3030

> Internet Protocol Version 4, Src: 192.168.201.2, Dst: 239.10.10.10

>

Internet Control Message Protocol
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Native multicast with ASM

Let’s get some captures!

HR
] 239.10.10.10
Multicast [ ’ L S

Source =— N
(W Jicmp.seq == 55082
No. Time Source Destination Protocol Length Info
1 0.000000 192.168.201.2 239.10.10.10 IcMP 124 Echo (ping) request id=0x0002
Cm? ComC?
BORDER1 (-—) ‘-—’ BORDERZ > Frame 1: 124 bytes on wire (992 bits), 124 bytes captured (992 bits) on interface @
l/)(/an > Ethernet II, Src: Cisco_45:aa:56 (@@:a3:d1:45:aa:56), Dst: IPv4amcast_02:85 (01:00:5e:00:02:05)
> Internet Protocol Version 4, Src: 192.168.10.1, Dst: 232.0.2.5
\ > User Datagram Protocol, Src Port: 65287, Dst Port: 4789
_— Vv Virtual eXtensible Local Area Network
P > Flags: @x880@, GBP Extension, VXLAN Network ID (VNI)
INT ‘_-’ Group Policy ID: @
-> VXLAN Network Identifier (VNI): 4099
v Reserved: @
\,a(\ ’\'/.9,7 > Ethernet II, Src: Cisco_45:00:00 (00:a3:d1:45:00:00), Dst: IPv4mcast_@a:Qa:0a (01:00:5e:0a:0a:0a)
N1y > Internet Protocol Version 4, Src: 192.168.201.2, Dst: 239.10.10.10
> Internet Control Message Protocol

EDGElCIE \ / EDGE2
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Native multicast with ASM

Let’s get some captures!

HR
s | 239.10.10.10

Multicast [ ’ L S

Source —— A
g e
BORDERl ORDER2
%A
-
INT @:;

1%
y %‘
EDGElCIE \ /QE EDGE?2

cisco L‘V&~/ Receivers

(I Jicmp.seq == 55082
No. Time Source Destination Protocol Length Info

|2 0.100809 192.168.201.2 239.10.10.10 IcMP 124 Echo (ping) request id=0x@ee2
> Frame 2: 124 bytes on wire (992 bits), 124 bytes captured (992 bits) on interface @

> Ethernet II, Src: Cisco_38:b3:56 (00:42:5a:38:b3:56), Dst: IPv4mcast_02:05 (01:00:5e:00:02:05)

> Internet Protocol Version 4, Src: 192.168.1@.1, Dst: 232.0.2.5

> User Datagram Protocol, Src Port: 65287, Dst Port: 4789

Vv Virtual eXtensible Local Area Network

v v v

> Flags: @x880@, GBP Extension, VXLAN Network ID (VNI)
Group Policy ID: ©
VXLAN Network Identifier (VNI): 4099
Reserved: @
Ethernet II, Src: Cisco_45:00:00 (00:a3:d1:45:00:00), Dst: IPv4mcast _©@a:0a:0a (©1:00:5e:0a:0a:0a)
Internet Protocol Version 4, Src: 192.168.201.2, Dst: 239.10.10.10
Internet Control Message Protocol
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Native multicast
with SSM

cisco L{V&/



Native multicast with SSM (configuration)

= Configuration steps are exactly the same as for native multicast
with ASM in overlay.

= The PIM SSM in underlay is still required to be configured (either by LAN
Automation feature or manually).

= \When host subscribes to an SSM channel (by means of IGMPVv3),

announcing a desire to join group G and source S, RP is not contacted
in this process by the receiver.
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Other Use
Cases
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Fabric Enabled Wireless - basic workflow

239.10.10.10 FHR
Multicast : : - PIM
Source — ) * < - JOIN
\ 1. Let’s assume source is already registered to RP and we use

head-end replication with ASM.

BORDEM 'BORDERZ 2. Client requests multicast traffic by sending IGMP Join.
*._Mspp__*

“““ 3. AP encapsulate it in VXLAN and sends over to Edge Node
via AccessTunnel interface.

4. Edge Node receives it and triggers PIM Join towards RP.

5. RP triggers PIM Join towards FHR to request multicast traffic.

N
~
~
~
~

IGMP
JOIN
(vxlan)

IGMP
JOIN

c 1 S co M. BRKENS-2820 © 2024 Cisco and/or its affiliates. All rights reserved. Cisco Public 76
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Fabric Enabled Wireless - basic workflow

239.10.10.10 FHR
Multicast > L Y
Source A

1. RP receives IP multicast packet and creates a copy for each
Edge Node where APs with wireless clients requesting

@ @ @ @ multicast stream are connected.
“- -
BORDER1 (_:: ‘_:: BORDER?2

. RP encapsulate it in VXLAN and send it over towards the
Edge Node.

N

3. Edge Node decapsulate the traffic and encapsulate it again
in VXLAN in order to send it through AccessTunnel interface.

4. The AP removes the VXLAN header and send the original IP
multicast packet into the air towards wireless clients.
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Extended Node -

239.10.10.10 FHR
Multicast : — - PIM
Source — A * < - JOIN
N
‘\ 1.

N

BORDERl 'BORDERZ
¥*._ MSDP ,

/

/
L Y A
B / PIM 4

‘. JOIN

A

!

L IGMP
1 JOIN
Il

o

cisco L{{@/

basic workflow

Let’s assume source is already registered to RP and we use
head-end replication with ASM.

. Client requests multicast traffic by sending IGMP Join.

. Extended Node as L2 device forwards it towards

the querier (Edge Node).

. Edge Node receives it and triggers PIM Join towards RP.

. RP triggers PIM Join towards FHR to request multicast traffic.
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Extended Node - basic workflow

239.10.10.10 FHR
Multicast > KN
Source A
1. RP receives IP multicast packet and creates a copy for each
Edge Node where clients requesting multicast stream are
@‘_ @ @‘_ @ connected (no matter if directly or through Extended Node).
BORDER1 (_:: (_:: BORDER2 o )
2. RP encapsulate it in VXLAN and send it over towards the
Edge Node.
3. Edge Node decapsulate the traffic and send it natively

towards Extended Node via Port-channel interface (trunk).

4. Extended Node checks IGMP snooping table and replicate
IP multicast packet to interfaces where clients are connected.
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Layer 2 floodlng

(aka selective flooding)
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Layer 2 flooding in SD-Access

Why and how?

B = Broadcast, and

= By default BUM traffic is not flooded across the SD-Access fabric. The Layer 2 unicast is handled
by LISP (MAC address mapped to RLOC).

= With the help of multicast in the underlay we can get BUM traffic flood across SD-Access fabric
to be forwarded to all devices with hosts in respected subnet.

= |ncoming BUM traffic for a given VN is encapsulated in VXLAN, and then sent with
{Source IP = RLOC, Destination IP = Underlay Multicast Group} as the outer IP addresses.

cisco M- BRKENS-2820 © 2024 Cisco and/or its affiliates. All rights reserved. Cisco Public 81



Layer 2 flooding in SD-Access

Mapping details (o)
The num of
esi;(leev%c;rte G Ools
= |n the SD-Access fabric today we support max 1000 IP subnets hardware ;)ge?i?iCDNAC
ation
= Prior DNAC 1.3.3.X = PostDNAC 1.3.3.X

The associated multicast group range associated  The associated multicast group associated with
with Layer 2 flooding is in the range of 239.0.0.1 Layer 2 flooding is hardcoded to 239.0.17.1
t0 239.0.1.246

Vlan 1021 is assigned to 239.0.0.1 Vlan 1021 is assigned to 239.0.17.1
Vlan 1022 is assigned to 239.0.0.2 Vlan 1022 is assigned to 239.0.17.1
Vlan 1023 is assigned to 239.0.0.3 Vlan 1023 is assigned to 239.0.17.1
Vlan 1521 is assigned to 239.0.1.246 Vlan 2021 is assigned to 239.0.17.1

c 1 sco M-/ BRKENS-2820 © 2024 Cisco and/or its affiliates. All rights reserved. Cisco Public 82



Layer 2 flooding vs Native multicast

A bit of confusion...

Native multicast requires PIM SSM to be configured in the underlay
for basic operations.

Layer 2 flooding requires PIM ASM to be configured in the underlay
for basic operations.
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Layer 2 flooding

A good news is... LAN Automation!

= Cisco DNA Center

Session Attributes

Select the Site where Discovered Devices will be assigned.
The available IP Address pools are based on the Discovered Device Site.
Advanced Session Attributes and a Hostname Prefix are optionally available.

Discovered Device Site

Principal IP Address Pool*

Q) Search Hierarchy POD1_LANAUTOMATION AN O) Link Overlapping IP Pool MO

, With this option enabled
~ din Global E@Ad\aanced Attributes .
we cover both scenarios:

S-1S Domain Password

~ dfn Poland
v ot Krakow Enable Underlay Native multicast, Configure = Native mu |tiCaSt
i@ Building A . N Seed devices as RP
I @ Enable Multicast © and Configure Discovered devices as [ ] L2 flood i ng

(O Advertise LAN Autom subscribers to multicast traffic.

HOSTNAME MAPPING

<] Exit Al changes saved
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Layer 2 flooding

Manual approach (CLI), minimal configuration.

RP devices (typically redundant Border Nodes)

interface Loopback60000

ip address <loopback60000-ip-address> 255.255.255.255

ip router isis

ip pim sparse-mode

|

ip multicast-routing

ip pim rp-address <loopback60000-ip-address>

ip pim register-source Loopback60000

|

ip msdp peer <loopbackO-other-rp> connect-source Loopback(

oﬁgsziciLoopback6000O
c 0sen) neeq
bebngtoundeﬂaydo;g%Fe

CISCO Lt/&_/ BRKENS-2820

Non-RP underlay devices

ip multicast-routing
ip pim rp-address <rp-address>
ip pim register-source Loopback0

All of the L3 interfaces

ip pim sparse-mode

© 2024 Cisco and/or its affiliates. All rights reserved. Cisco Public
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Layer 2 flooding

Manual approach (Template Hub/Editor), minimal configuration.

= Cisco DNA Center Tools / Templates Hub Q@ ¢ O

s Hul L2FloodingUnderlayRP (1) Toperties

Templates Variables Simulation Provision Conflicts

ystem Variables Assistant  [3] Template History @ Attach to Network Profile (—JJ} Show Daesign Conflicts

Auto saved: 2:29 PM ( } Za Search []Clone (T Export j Delete

interface Lo

ip address $1

ip router

ip pim sparse-mode
ip multicast-r

ip pim rp addr

ip pim reg

ip msdp peer

ip pim sparse mode
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Layer 2 flooding

Enabling the feature for the subnet.

-
= Cisco DNA Center
Fabric Sit Fabric Sites / Krako!
abric Sites . . .
Edit Virtual Network: Campus
Krakow
=q, Find Hierarchy
Fabric Infrastri
(J) Use Border/CP Node for this site to be common for the Virtual Network
Authenticatio
~ %Krakow
b sulcindlay Select a VirttSy Y Filter Actions ™ 1 Selected
Critical Pool: N
(] vLaN  Enable/Disable Wireless Pool Traffic Type Security Group Layer-2 Flooding (0

Enable/Disable Multiple IP to MAC

Camg Data - Enabled
Enable/Disable IP-directed broadcast

Campus

Enable/Disable Layer-2 Flooding
Showing 1 of 1

Delete
re‘DroviS,'On

fabric devices
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Layer 2 flooding

What happens in background?

LISP configuration is updated on all of the fabric devices with hosts attached to the subnet
where L2 flooding enabled (including border nodes if Layer 2 border handoff enabled)

Edgel#show run | sec lisp
(snipped)
i

instance-id 8188
remote-rloc-probe on-route-change
service ethernet
eid-table vlan 200
broadcast-underlay 239.0.17.1
flood arp-nd
flood unknown-unicast
database-mapping mac locator-set rloc 671c2347-7a35-4597-a27e-d3c4bdc72bal
exit-service-ethernet
i
exit-instance-id
!
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Layer 2 flooding

A closer look. Initial status.

BORDERI1 BORDER2

*—-__—

- /

PIM g =7 l @
?*O'G'\)' /I;W VAN "4,
o, i ,’I }JO (lal\)I =
RegisterI’ J%'TAN \\ i

Register

1 \
' PIM
Register
EDGE1 EDGE2

Clients

PIM

cisco L{{@/

N

. Rendezvous Points (RPs) are present in the underlay

(AnycastRP).

. PIM-SM is enabled in underlay between fabric devices.

. MSDP is configured for exchanging information about

sources.

. L2 flooding is enabled for the subnet in Cisco DNA Center.

. Once L2 flooding enabled, Edge Nodes (and L2 Borders if

configured) send PIM Join (*,G) to RP declaring their own
LoopbackO as an IGMP reporter.

. Same time Edge Nodes (and L2 Borders if configured) send

PIM Register message to RP registering the source (itself).
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Layer 2 flooding

A closer look. Switching to SPT.

-

Jlg’r/ll\l /,/’/ ,/ Jle)’?/ll\l\\ @a_-’
S‘G Ve V4 A
B ( ) // INT @_’ PIM II (S,G) (—_’
Register-Stop ,’ JOINI PIM

; Register-Stop

1
PIM S

v
Register-Stop
EDGE1 EDGE2

Clients

cisco L{{/&/

1. RP replies with PIM Register-stop message.

2. Then the PIM Join is sent (S,G) down towards Edge Nodes
(and L2 Borders if configured).

3. The OIL is updated accordingly and SPT is built.

4. In the last step RP prunes itself (if it’s not a L2 Border).
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Layer 2 flooding

A closer look. Final stage.

O
BORDERl BORDER2
vxlan
INT
2
%
W \

N

by — ‘-—» 3

Request

4.
EDGE1 ARP / EDGE2

Clients

cisco L{{@/

. SPT is pre-built for a given IP pool even if there is no actual

BUM traffic.

. Once the BUM traffic (e.g. ARP Request) hits one device,

it is intercepted and sent over via a dedicated multicast group
in the underlay.

. Traffic is encapsulated in VXLAN and the multicast group

assigned to the given IP subnet is used as a destination
address.

The underlay device (INT) is responsible for replicating traffic
as needed (regular multicast operations).

. All Edge Nodes and L2 Borders receive traffic originated

by EDGE1 which can be forwarded to clients.
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Layer 2 flooding

Let’s get some captures!

@ :::@

@

‘_ l BORDER?2 : oA A +
9 No. Time ~ Source Destination Protocol Length Timeto Info
1 0.000000 VMware_db:Bl:ic6 Broadcast ARP 60 Who has 172.16,11.2017 Tell 172.16.11.10@

BORDERI1

Frame 1: 60 bytes on wire (480 bits), 6@ bytes captured (488 bits) on interface /tmp/epc_ws/wif to_ts_pipe, id @
Ethernet II, Src: VMware_db:81:c6 (@@8:8c:29:db:81:c6), Dst: Broadcast (ff:ff:ff:ff:ff:ff)
> Destination: (
Source: VMware_db:B1:
Type: ARP (0x0806)
Padding:
Address Resolution Protocol (request)
[/* Hardware type: Ethernet (1)
/6/7 Protocol type: IPvd4 (@x@808)
Hardware size: 6
Protocol size: 4
Opcode: request (1)
Sender MAC address: VMware_db:Bl:c6 (@8:8c:29:db:81:c6)
Sender IP address: 172.16.11.18@
Target MAC address: 80:00:00_00:00:00 (00:00:00:00:00:00)
Target IP address: 172.16.11.201

vxlan

W

R

EDGE2

equest

Clients

ciIsco '&./
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Layer 2 flooding

Let’s get some captures!

o o
BORDER1 ¢_:: (_:: BORDER2

vxlan @

‘__’ _ﬂ (_-’

INT QR <
%
\\‘l\\%(\ N\ 2

EDGE ICIE ARP EDGE2
Request
Clients

ciIsco '&./

me Source Destination Protocol Length | Time to |Info
25 2.765816 VMware_db:81:c6 Broadcast ARP 118 253 Who has 172.16.11.2017 Tell 172.16.11.100

Frame 25: 110 bytes on wire (88@ bits), 118 bytes captured (888 bits) on interface /tmp/epc_ws/wif_to_ts_pipe, id 8
Ethernet II, Src: Cisco_38:b3:56 (@0:42:5a:38:b3:56), Dst: IPvdmcast_11:01 (01:00:5e:00:11:01)
Destination: IPv4mcast_11:01 (81:00:5e:00:11:01)
Source: Cisco_38:b3:56 (0@:42:5a:38:b3:56)
Type: IPv4 (0x0800)
> Internet Protocol Version 4, Src: 192.168.10.3, Dst: 239.0.17.1
User Datagram Protocol, Src Port: 65485, Dst Port: 4789
Virtual eXtensible Local Area Network
Flags: @x880@, GBP Extension, VXLAN Network ID (VNI)
Group Policy ID: @
VXLAN Network Identifier (VNI): 8188
Reserved: 0
Ethernet II, Src: VMware_db:81:c6 (@0:8c:29:db:81:c6), Dst: Broadcast (ff:ff:ff:ff:ff:ff)
Address Resolution Protocol (request)
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Layer 2 flooding

Let’s get some captures!

omC

BORDER1 4_::

Cisco

W

equest

EDGE ICE ARP
R

.&'/

Clients

@

-
<

vxlan

BORDER2

EDGE2

N Time Source Destination Protocol Length Timeto Info
25 2.765816 VMware_db:81:c6 Broadcast ARP 110 253 Who has 172.16.11.2017 Tell 172.16.11.100

Frame 25: 118 bytes on wire (88@ bits), 11@ bytes captured (88@ bits) on interface /tmp/epc_ws/wif_to_ts_pipe, id @
Ethernet II, Src: Cisco_38:b3:56 (@0:42:5a:38:b3:56), Dst: IPv4mcast_11:01 (01:00:5e:00:11:01)
Destination: IPvé4mcast_11:01 (@1:00:5e:80:11:01)
Source: Cisco_38:b3:56 (0@:42:5a:38:b3:56)
Type: IPv4 (0x0800)
Internet Protocol Version 4, Src: 192.168.10.3, Dst: 239.0.17.1
User Datagram Protocol, Src Port: 65485, Dst Port: 4789
Virtual eXtensible Local Area Network
Flags: @x8800, GBP Extension, VXLAN Network ID (VNI)
Group Policy ID: @
VXLAN Network Identifier (VNI): 8188
Reserved: @
Ethernet II, Src: VMware_db:81:c6 (@@:0c:29:db:81:c6), Dst: Broadcast (ff:ff:ff:ff:ff:ff)
Address Resolution Protocol (request)
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L2 Flooding enhancement

Fabric Sites / Building A

Q Find by device IP, type, role, family & MAC o=
L I Export o=
Building A

Fabric Infrastructure Host Onboarding More Actions v Show Task Status

A One (1) Warning Alert and One (1) Information Alert on this page. Collapse to hide. X

A One (1) Warning Alert

There are configuration updates available for this SD-Access fabric site: 2 Enhancement(s). Click here for more information.

(D One (1) Information Alert @

1 device(s) in this site are not compatible to be Edge Node, Wireless LAN Controller, Border Node, or Control Plane Node. See more detail.

A .
fter m:grating t0 176
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L2 Flooding enhancements

What is actually means ?

Fabric Configuration Updates

2 Enhancement(s)

v & Enhancements (2)  Apply Al

Layer 2 Flooding Access Control List

This release provides an updated Layer 2 Flooding behavior in Cisco SD-Access for I0S XE-based switches by
enabling an Access Control List (ACL) on the Layer 2 LISP sub-interfaces. This ACL is provisioned if Layer 2
Flooding is enabled, and it is applied on all devices operating with the Edge Node function and Border Nodes that
have a Layer 2 Handoff. To enable this ACL support, switches operating in fabric roles must be upgraded to 105 XE

17.6.x or later. Once these changes are incorporated, you will not be able to add new switches in fabric roles which

do not meet this minimum 10S XE version requirement.
Layer 2 Flooding Update

When Layer 2 Flooding is enabled for a given address pool, broadcast, link-local multicast, and ARP frames are
flooded. This release provides an updated Layer 2 Flooding behavior in Cisco SD-Access for I0S XE-based
switches to further enable support for ‘silent hosts.’ This is provided by flooding unknown-unicast and IPv6
Neighbor Discovery frames. To enable this updated flooding behavior, switches operating in fabric roles must be
upgraded to 10S XE 16.12.2 or later. Once these changes are incorporated, you will not be able to add new
switches in fabric roles which do not meet this minimum 10S XE version reguirement.

cisco 'p//

Edgel#show run
(snipped)
|
interface L2LISPO
ip access-group SDA-FABRIC-LISP in

ip access-group SDA-FABRIC-LISP out
|

(snipped)
ip access-list extended SDA-FABRIC-LISP
10 deny ip any host 224.0.0.22
20 deny ip any host 224.0.0.13
30 deny ip any host 224.0.0.1
40 permit ip any any
|

(snipped)

224.0.22 - IGMP
224.0.13 - All PIM Routers
224.0.0.1 - All Systems on this Subnet
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Multicast
enhancements

cisco L{V&/



New multicast features introduced in DNAC 2.3.5

« Ul Workflow that allows continuing using multicast feature per Virtual Network (VN).
A user will now be able to configure both ASM and SSM together.
It will be presented with SSM configuration first, followed by ASM configuration.

* The ability to map different ASM groups to different RP addresses per L3VN.
Ul will provide the functionality to configure any number of groups to external RP mappings.

« ASM configuration screens are changed to configure external or internal RP
per ASM group range(s). The number of maximum internal RPs continues to be 2.
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Multicast in SDA
Transit

cisco L{V&/



Multicast in SDA Transit
= @

Receiver 1

BORDER1 BORDER2

VRF Green

SDA Transit

[ Fabric Site #1 ] [ SDA Transit } [ Fabric Site #2 }
vrf GREEN 192.168.10.1 -> 224.100.100.100 Overlay:  192.168.10.1 -> 224.100.100.100 vrf GREEN 192.168.10.1 -> 224.100.100.100
Underlay:  192.168.10.1 -> 232.0.0.100 Underlay : ~ 192.168.10.1 -> 232.0.0.100 Underlay: ~ 192.168.10.1 -> 232.0.0.100
ip pim lisp core-group-range ip pim lisp core-group-range ip pim lisp core-group-range
232.0.0.1 1000 232.0.0.1 1000 232.0.0.1 1000
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Multicast in SDA Transit

@

Receiver 1

BORDER1 BORDER2

VRF Green
VRF Blue

SDA Transit

e
A=

Receiver 2 Source 2

In case of introduction of a new source and receiver spread across fabric sites in different/same VRF, and using the same
overlay multicast group, a multicast packet loop might be formed between the borders due to the derivation of the same
underlay group for the overlay multicast

» For VRF Green, Border1 would decapsulate the traffic from Edge1 and encapsulate to Border2

» For VRF Blue, Border2 would decapsulate the traffic from Edge2 and encapsulate to Border1

Since Border1 and Border2 derives the same multicast group, results in both pointing to each other in multicast routing
table for decapsulation and encapsulation.
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Multicast in SDA Transit — support in 2.3.5

@

Receiver 1

BORDER1

BORDER2

VRF Green
VRF Blue

SDA Transit

e
\I_

/ interface LISP0.4099 \ E

ip pim lisp transport multicast

Receiver 2 ----itR pim lisp _core-group-range 232.0.0.1 1000 ________ , Source 2

<num_of groups>

interface LISP0.4100
ip pim lisp transport multicast
ip pim lisp core-group-range 232.0.0.1 1000

____________________________________________________

L R T T pc R .
\\\ <num_of groups> 4//

In DNAC 2.3.5 a new multicast group address is introduced that is only used for forwarding between the border
nodes in SDA transit

The multicast address for the underlay within a fabric site doesn’t overlap with the address used for forwarding in
SDA transit

BRKENS-2820 © 2024 Cisco and/or its affiliates. All rights reserved. Cisco Public 103



Multicast in SDA Transit
= @

Receiver 1

BORDER1 BORDER2

VRF Green

SDA Transit

[ Fabric Site #1 ] [ SDA Transit } [ Fabric Site #2 }
vrf GREEN 192.168.10.1 -> 224.100.100.100 Overlay.  192.168.10.1 -> 224.100.100.100 vrf GREEN 192.168.10.1 -> 224.100.100.100
Underlay:  192.168.10.1 -> 232.0.0.100 Underlay :  192.168.10.1 -> 232.11.0.100 Underlay :  192.168.10.1 -> 232.0.0.100
ip pim lisp core-group-range ip pim lisp transit-core-group-range ip pim lisp core-group-range
232.0.0.1 1000 232.11.0.1 1000 232.0.0.1 1000
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DEMO H2:

Multicast in SDA Transit -
Demo

https://voutu.be/SgxMv7DTK7c

cisco L{V&/


https://youtu.be/SgxMv7DTK7c

LAB top0|ogy S,G (172.16.144.122,224.90.90.90) - soures 2

-

VRF Green
VRF Blue

SDA Transit )
\

Fabric Site2

Receiver 2 Source 1 Receiver 1 Source 2
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= Cisco DNA Center

a o ®@n

Welcome, admin [ Explore
A Some of your license compliance requirements have not been met. Learn more.
|} @ Learn about new capabilities in this release on the Cisco DNA Center YouTube Channel. X
Stay up to date with your network and Cisco DNA Center through our insight email =
Receive announcements, network highlights, weekly snapshots, and executive summaries all neatly packaged in a single email. h
Assurance Summary
Health @ Critical Issues Trends and Insights
Healthy as of Jan 18, 2023 5:20 PM Last 24 Hours Last 30 Days
100. . 100 0 3
Network Devices Wireless Clients Wired Clients P1 P2 AP Performance Trend Deviations
Advisories
View Details View Details View Details
Network Snapshot
Sites Network Devices Application QoS Policies
As of Jan 18, 2023 7:10 PM As of Jan 18, 2023 7:10 PM As of Jan 18, 2023 7:12 PM
Unc\aim&d: ] Successful Deploys: 0

8

DNS Servers : 1
NTP Servers : 0

3

Unprovisioned: 1

Unreachable: 0

0

Errored Daﬂﬁtys: 0

Stale Policies: 0




Design
Considerations
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RP(s) already exists in the network @

S,

Multicast L S
EXT-RP
Source A

oG AS& ComC>
BORDERl :::: BORDER2

INT

EDGEI% CE EDGE2
CISCO M‘/ @ Receivers @

It is quite common that RP already exists in the network
and reconfiguring all existing devices to use fabric RP
instead is not a good practice (not optimal).

In that case MSDP can be used to transfer information
about multicast source towards fabric RPs.

It requires manual configuration (it can be automated
via Templated Editor in DNA-C).

MSDP needs to be configured per Virtual Network
(or GRT-to-VN if EXT-RP belongs to GRT).
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RP(s) already exists in the network

MSDP - configuration example.

Multicast
Source

Eomp Ask Eup”
BORDERl ::: BORDER2

EDGE1

S,

e
S

EXT-RP

CIsco L‘V&‘/ @ Receivers

EXT-RP

interface LoopbackX

ip address 1.1.1.1 255.255.255.255

ip pim sparse-mode

|

ip msdp peer <Borderl-MSDP-Loopback-IP> connect-source Loopback0
ip msdp peer <Border2-MSDP-Loopback-IP> connect-source Loopback0
ip msdp cache-sa-state

ip msdp originator-id LoopbackX

BORDER1 (FABRIC-RP)

ip msdp vrf <VN-name> peer 1.1.1.1 connect-source <Borderl-MSDP-Loopback-IP>

BORDER2 (FABRIC-RP)

ip msdp vrf <VN-name> peer 1.1.1.1 connect-source <Border2-MSDP-Loopback-IP>

A

Take care of Necessary routing
and leaking
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Clients located in multiple Virtual Networks

A design challenge.

FHR

Multicast [ ’ L S
Source = A

L3

Border

Handoff
TG &
BORDERl

-
(_:: BORDER2
”47
-7 «
’/ /
,/ /
-, /’
‘ “
PIM //' INT I,’ PIM
e | JOIN
( ’G)I’ \\ (* G)
1

CIsco M‘/ @ Receivers

EDGE2

()e) ¢

VNT - VN2 - VRF3

1. Client1 located in VN1, Client2 located in VN2.

2. Border Nodes are configured as RPs for both VNs.

3. Layer 3 Border Handoff (eBGP) is configured towards FHR.
4. Both clients request multicast traffic from the same group.

5. Edge Nodes send PIM Join message towards RP in respective
Virtual Network.

How to make FHR to register multicast source
in two different Virtual Networks (VRFs) ?
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Multicast VPN Extranet feature

A possible solution.

Multicast [
Source —

@

-
BORDER1 (_::

CIsco L‘V&‘/ @ Receivers

@,

—_—

FHR

e
S

N\

Emp(

-
‘_:: BORDER2

8.
6

VNT - VN2 - VRF3

It allows to distribute IP multicast traffic originated from one
VRF to other VRFs (aka multicast leaking).

BRKENS-2820
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Summary / Call
to action

cisco L{V&/



IP multicast in SD-Access

Key use cases.

Head-end replication / Native multicast Layer 2 flooding

CCTV Migration (with use of L2 Border)

Hospitality TV Silent hosts

University Campus Multimedia Wake on LAN (WolL)*

Medical devices = BMS

* SDA Transit not supported in DNAC 2.3.5.0
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Key takeaways

Head-end replication can be used in both ASM and SSM mode in the overlay.
Native multicast can be used in both ASM and SSM mode in the overlay.
Native multicast requires SSM to be configured and enabled in the underlay.
L2 flooding requires ASM to be configured and enabled in the underlay.
ASM/SSM in the underlay can be automated via LAN Auto.

Multicast over SDA Transit fully supported in DNAC 2.3.5 (*)

(*) Multicast over Pub/Sub SD-Access Transit is supported with I0S XE 17.10 and Cisco DNA Center 2.3.5.x. Multicast routing over LISP/BGP SD-Access Transit is unsupported.
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