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Cisco DNA Center is now Cisco Catalyst Center
Simplified branding for the Cisco Catalyst Stack.

Catalyst Center and Cisco DNA Center are the same product; as Cisco
progresses through the rebranding process, both product names can be used
interchangeably.

Screenshot visible from 2.3.7.4

Cisco DNA Center is becoming Catalyst Center

As part of our vision to converge our products around an integrated platform, we are changing the name of Cisco DNA Center to Catalyst Center in the next release. The capability and functionality of Catalyst Center
remains the same as Cisco DNA Center
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Have you ever called TA

IP Address Device Name Status ICMP - SNMP cLI

10.20.10.102

~un.lua:276: getman.
value: maglev-system.cataloy
ost: "172.28.99.18", referrer: "ht.

4668 [lua] auth.lua:77: leoaduritoresourcecac
s?methodandapi=GET%2C%2Fapit2Fsystems2Fv1%2Fca
host: "172.20.99.18", referrer: "https://172.28.

.3039668 [lua] auth.lua:276: getmatchifany(): Incomi
/vl/catalog/ value: maglev-system.catalog-api.defaul
HTTP/1.1", host: “172.20.99.18", referrer: "https:/

939668 [lua] auth.lua:77: loaduritoresourcecache
s?methodandapi=PUT%2C%2Fapi%2Fsystems2Fv1%2Fce
host: "172.28.99.18", referrer: "https://”

“lua] auth.lua:276: getmatchifanv’
~lev/ value: maglev-syster
host: "177 °°
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What to expect and not to expect ?

s
)\b‘

“t

. Introduction to Catalyst Center

. No deep dive into SD-Access Architecture and troubleshooting tools
. No SDA multicast . Cisco Catalyst Center Inventory and
SWIM
- No Catalyst center APIs
, . Cisco Catalyst center Assurance and
- No design Upgrades

cisco M./ BRKOPS-2464 © 2024 Cisco and/or its affiliates. All rights reserved. Cisco Public 5
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ROLI'I'ING AND EEH'.I'IC

« Joined Cisco in 2014 as a professional
services engineer

* Worked in Cisco TAC for Catalyst
Center/SDA solution support

» Currently part of Customer success team
focused on Catalyst Center and SD-Access
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- Cisco Catalyst Center Architecture

- Cisco Catalyst Center Health

- Cisco Catalyst Center Inventory

- Cisco Catalyst Center SWIM

- Cisco Catalyst Center Assurance

- Cisco Catalyst Center Software Upgrades

- Cisco Catalyst Center Troubleshooting Tools (Reference Section)
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Cisco Catalyst Center
Architecture
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Cisco Catalyst Center Architecture REIEESe 285
- The Layers of the Microservices Architecture

Platform Ul / Kong

Apps or Network Applications
* Automation, Assurance, Platform APIs, Al Network
Analytics, Endpoint Analytics

Maglev v1.7
* Managed Services
« DBaaS (MongoDB, Postgres)
« Messaging Queues (RabbitMQ, Kafka)
« Clustering Services (Glusterfs, Zookeeper)
«  Monitoring (InfluxDB, Grafana)
+ (Catalog Service
+  Kubernetes(v1.18.15), Docker(19.3.9)
Maglev / Kubernetes / Docker «  North Bound API Gateway - Kong

Managed Services
Catalog Service

Linux Ubuntu (18.4.1 LTS)
DN1 - 44 core (based on the Cisco UCS C220 M4)
DN2 - 44, 56 or 112 core (based on the Cisco UCS C220 M5)

c 1 S co M./ BRKOPS-2464 © 2024 Cisco and/or its affiliates. All rights reserved. Cisco Public 9




Cisco Catalyst Center Architecture Release 2.3.7.x
- The Layers of the Microservices Architecture

Platform Ul / Kong
Apps or Network Applications

* Automation, Assurance, Platform APIs, Al Network
Analytics, Endpoint Analytics

Maglev ¥4+# (v3.0)
* Managed Services
« DBaaS (MongoDB, Postgres)
« Messaging Queues (RabbitMQ, Kafka)
« Clustering Services (Glusterfs, Zookeeper)
«  Monitoring (BB Prometheus, Grafana)
+ (Catalog Service
] «  Kubernetestv+3835) (v1.24.1),
Maglev / Kubernetes / Containerd Deekerl19-3-9) Containerd (v1.22.0)
* North Bound API Gateway - Kong

Linux Ubuntu £+84-+FS53-(18.4.6 LTS)
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Terminology -
Microservices

Container

A container image is a lightweight, stand-alone, executable package of a
piece of software that includes everything needed to run it: code,
runtime, system tools, system libraries, settings.

Pod

A pod is a group of one or more containers (such as Docker containers),
with shared storage/network, and a specification for how to run the
containers

Namespace

Namespaces are multiple virtual clusters backed by the same physical
cluster

Service

A Kubernetes Service is an abstraction which defines a logical set of
Pods and a policy by which to access them - sometimes called a micro-
service.

Node

A node is a VM or a physical computer that serves as a worker machine
in a Kubernetes cluster.

cisco W‘/
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Cisco Catalyst Center Architecture

Microservices Architecture powered by Kubernetes & Docker

fusion

inventory

cisco L{Vp/_/

postgres

Appstack maps to K8s Namespace, is a
virtual cluster within the K8s cluster.
Administrative and resource controls are
defined.

> fusion for Automation

> ndp for Assurance
Services (aka micro-services) is a logical

abstraction representing a group of K8s
pods.
> inventory for Inventory Service

> postgres for storing Inventory collection
Pods is a collection of containers that

contain 1 or more Docker containers. The
containers in a pod share storage and
network.

BRKOPS-2464 © 2024 Cisco and/or its affiliates. All rights reserved. Cisco Public 12



Cisco Catalyst Center Architecture

Microservices Architecture powered by Kubernetes & Docker

Single Node Cluster

Worker machine where the
pods are placed. Can be a
physical or virtual appliance.

cisco Li%o/‘/

Three Node Cluster

A High Availability framework that reduces downtime due to
failures. Near real-time synchronization across nodes of the
cluster. A pod is always placed on a node but pods of a
namespace are spread across nodes.

BRKOPS-2464 © 2024 Cisco and/or its affiliates. All rights reserved. Cisco Public 13



Cisco Catalyst Center Architecture

View Micro Services via Ul

alialn
cisco

Catalyst Center

System 360 System Health Service Explorer

System 360

Cluster

Hosts (3)

f Jar

® 172.19.239.134

® 172.19.239.135

ew ervi

® 172.19.239.136 View 71 Servi

-

LOOK A"I"AI..l THOSE SERVIGES

imgflip.com

172.19.239.134

Node Status: Healthy
Services Status: Healthy

SERVICES (61)

System / System 360

As of: Jan 31, 2024 6:38 PM

agent

catalogserver

cnsr-reasoner

collector-iosxe-db

collector-manager

connection-manager-service

contextcache

credentialmanager

daas-runtime

data-cob

=Q_ Find

Appstack Health Version Tools

maglev-system up @© 1.7.1105 Metrics &' | Logs &
maglev-system up © 1.7.134 Metrics 7 | Logs @
fusion up © 7.28.714.210081 Metrics 4 | Logs &
assurance-backend up @ 2.3.7.4138 Metrics 7 | Logs @
ndp Up 5.0.60 Metrics F | Logs [Z
fusion up © 2.1.714.60631 Metrics 4 | Logs (4
ndp up (U 5.3.7 Metrics & | Logs @
maglev-system up © 1.7.64 Metrics 3 | Logs 4
dnacaap up 1.13.247.0 Metrics &' | Logs @
fusion up © 7.1.714.60631 Metrics 7 | Logs F

BRKOPS-2464 © 2024 Cisco and/or its affiliates. All rights reserved. Cisco Public
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Cisco Catalyst Center
System 360

cisco L{V&/



Catalyst Center Ul: System 360

= B CiIsco

Catalyst Center

aluile Catalyst Center

ttings

Data Platform

= ‘il Catalyst Center

System 360 System Health
System 360
Cluster

Hosts (1)

® 192.168.210.53

System / System 360

Service Explorer

High Availability

View 135 Services @ Enabling High Availability
requires installing a minimum of

3 Cisco DNA Center hosts.

BRKOPS-2464

Cluster Tools

View Guide Meonitoring

Log Explorer

© 2024 Cisco and/or its affiliates. All rights reserved. Cisco Public
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= b Catalyst Center System / System 360

System 360 System Health Service Explorer

System 360

Cluster
Hosts (1) High Availability Cluster Tools
As of Jan 27, 2024 5:56 PM As of Jan 27, 2024 5:56 PM As of Jan 27, 2024 5:53 PM
® 192.168.210.53 View 135 Services ® Enabling High Availability View Guide Monitoring “

requires installing a minimum of

Log Explorer “
3 Cisco DNA Center hosts.

cisco M- BRKOPS-2464 © 2024 Cisco and/or its affiliates. All rights reserved. Cisco Public 17



System 360: Cluster Tools

Catalyst Center

£ tac-admin

5 B8 General / Appstack =% hl ® Olestihowr v @ 3 v &
namsspace | maglev-system v | nodename | All -
O . .
. Appstack Level Monitoring Dashboard
o Cluster Cluster Total CPU P CPURequests% P cpuLmis® ¥ Mem Reque. P MemUimits% Desired Depl. Avallable De... Unavallable.. Service Rest..
® 88  13.54x 56.71% 1491 3943, 21 21 [N o0
)
Appstack chu Memery Metwork Disk
Cluster Tools i Bean
g CPU Usage millicores b % Limits i Memory Usage ! wofRequests | NwTx B Disk 10 - Writes. i Disk Wirite IOPS. % of Capacity
As of Jan 27, 2024 5:53 PM 16K \ 34.5cie N oz sy =7 75.185+%
Requests P umit ! %Requests ' Requests P umit P sofLimit T WwRe o Dl;k;—;u:ds T owmetrs T usage

1220k 5111k .. ) 4027e 1065068 (f ) 1.3mms 48160 N/A 310.16iB

&

Monitoring

9 tac-admin

Catalyst Center

F.  oiscover

Log Explorer 4

New Save Open Share Inspect

@
i~ Filters KoL E v Last15 minutes Show dates

+ hdd filter

Selected fields
@ 8000

7 _source

Available fields ©

Count

@ @timestams

180406 50500 180800

75700 7600 5000 180000 e 180200

0 5500 175800 0
U index @timostamp per 30 socends

Time. _source

7 Jan 27, 2824 # 18:87:89.125  Jog: 2824-81-27 17:47:89.124 [INFO][231] int_dataplane.pe 967: Finished applying updates to dataplane. msecToApply=18.284447 stream: stdout
t docker cantainer_id

dacker . containar_id: 3 s 117346 f8547BA6G1 kubarnates,container_name: calice-node
t kubsmetes.container_image kubernetes.nanespace_name: kube-system kubernetes.pod_name; salico-node-ncrdk kubernetes.cantainer_image: dackerhub.cisco.con/maglev-docker /calica-
fode:v3.12.0.cisco Kubernetes.container_image id: docker-pullsble:f/msglev-registry. maglev-systen.svc.cluster.local:5009/calico-

4fcdacdzTIrASTIC! 1235102002 kubernetes.pod id: edsabed-Soff-434c-9555-Badeadebdds?

c 1 S co &. BRKOPS-2464 © 2024 Cisco and/or its affiliates. All rights reserved. Cisco Public 18



System 360: Cluster Tools - Log Explorer

i Catalyst Center

Home

Add Data to Kibana

®
Use these solutions to quickly turn your data into pre-built dashboards and monitoring systems.
[
=
so | m
¢ o v Q)
@ APM Logging Metrics Security analytics

APM automatically collects in-
depth performance metrics and
errors from inside your
applications.

Add APM

Ingest logs from popular data
sources and easily visualize in
preconfigured dashboards.

Collect metrics from the
operating system and services
running on your servers.

Add metric data

Centralize security events for
interactive investigation in
ready-to-go visualizations.

Add security events

Add sample data
Load a data set and a Kibana dashboard

Use Elasticsearch data
Connect to your Elasticsearch index

Visualize and Explore Data Manage and Administer the Elastic Stack

S5 Dashboard

Display and share a
collection of visualizations
and saved searches.

Cisco

.&‘/

(7) Discover

Interactively explore your
data by querying and
filtering raw documents.

5o} Console 2

Skip cURL and use this
JSON interface to work
with your data directly.

BRKOPS-2464

Index Patterns

Manage the index patterns
that help retrieve your
data from Elasticsearch.

© 2024 Cisco and/or its affiliates. All rights reserved. Cisco Public
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System 360

il Catalyst Center

Discover
31,100 hits

New Save Open Share Inspect

Cluster Tools - Log Explorer

Q. tac-admin

Filters KaQL *~  Last 15 minutes Show dates
@ +Add filter
m Jan 27, 2024 @ 18:02:00.776 - Jan 27, 2024 @ 18:17:00.776 — Auto ~

Selected fields
? _source a0

6,000
Available fields & E

2 4000

@ @timestamp ©

2,000
t _id 0 — T 1 | [ ‘ [ 0 — —

18:03:00 18:04:00 18:05:00 18:06:00 18:08:00 18:09:00 18:10:00 18:11:00 18:12:00 18:13:00 18:14:00 18:16:00

t _index @timestamp per 30 seconds
# _score

Time _source
t _type

> Jan 27, 2024 @ 18:15:55.908

docker.container_id

kubernetes.container_image

kubernetes.container_image_id

kubernetes.container_name
> Jan 27, 2824 @ 18:15:45.978

kubernetes host

kubernetes.labels.acceptsPluginTy...

kubemnetes.labels.addon

kubemnetes. labels.adjustReplicatio...
> Jan 27, 2824 @ 18:15:35.926

c1sco 'p/_/

log: EB127 17:15:54.996613 47 nanny_lib.go:118] the server could not find the requested resource stream: stderr

docker .container_id: a358193ec2d7e6f628561bf7accéde2c42602fc75fdf617fe79fba1f6f62ec1 kubernetes.container_name: heapster-nanny
kubernetes.namespace_name: kube-system kubernetes.pod_name: heapster-649f66cb7c-jx8fs kubernetes.container_image: dockerhub.cisco.com/maglev-docker
/heapster-nanny:1.7.7 kubernetes.container_image_id: docker-pullable://maglev-registry.maglev-system.svc.cluster.local:5808/heapster-
nanny@sha256:5a7fe5b91bec7ab9b8b189fcc@1b6b3fead2b1739fef5318983543¢7047b88b7 kubernetes.pod_id: 6f7bdSeb-72ea-4f39-976c-ddae7cB1d9fc

log: EB127 17:15:44.992832 47 nanny_lib.go:118] the server could not find the requested resource stream: stderr

docker .container_id: a350193ec2d7e6f628561bf7ac1clde2c42602fc75fdf617fe79fba1f6f62ecT kubernetes.container_name: heapster-nanny
kubernetes.namespace_name: kube-system kubernetes.pod_name: heapster-649f6écb7c-jx8fs kubernetes.container_image: dockerhub.cisco.com/maglev-docker
/heapster-nanny:1.7.7 kubernetes.container_image_id: docker-pullable://maglev-registry.maglev-system.svc.cluster.local:5808/heapster-
nanny@sha256:5a7fe5b91bec7ab9b8b189fcc@1b6b3fead2b1739fef5318983543¢7047b88b7 kubernetes.pod_id: 6f7bdSeb-72ea-4f39-976c-ddae7cB1d9fc

log: E@127 17:15:34.987716 47 nanny_lib.go:118] the server could not find the requested resource stream: stderr

BRKOPS-2464 © 2024 Cisco and/or its affiliates. All rights reserved. Cisco Public

20



PN

©

=

|

Sample use case

alia]n > :30:
tleco Cata|yst Center Jan 27, 2024 @ 18:30:58.758

Discover

29,914 hits

New Save Open Share
Filters

3 + Add filter

Inspect

Selected fields

? _source

Available fields

Popular

t Kkubernetes.labels.serviceName

t log

Selected fields

maglevserver

t kubernetes.labels.serviceName

BRKOPS-2464

{"asctime": "2024-01-27T17:30:58.750Z2",
evelname": "INFO", "levelno": 20, "line
k8s service discovery with status code !
es/maglev/utils/k8s.py", "process": 172
69652928, "threadName": "maglevserver-k.

© 2024 Cisco and/or its affiliates. All rights reserved. Cisco Public 21
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@ o= W

Discover
5,040 hits
New Save Open Share Inspect

o Filters

@ +Add fiter

e 8

Selected fields

t kubemetes labals serviceName 150

t log

log:error

KaL [Ev  Last15minutes Show dates -

Jan 27, 2024 @ 18:25:59.981 - Jan 27, 2024 @ 18:40:59.981— Auto o

w 100
5
Available fields ® 8
50
o N .l. = ... ....- EEENw
t id o
18:27:00 18:28:00 18:29:00 18:30:00 18:31:00 18:32:00 18:33:00 18:34:00 18:35:00 18:36:00 18:37:00 18:38:00 18:39:00 18:40:00
@timestamp per 30 seconds
kubernetes.labels.serviceName
Time log
> Jan 27, 2024 @ 18:38:23.41@8 apic-em-inventory-manager- 2824-81-27 17:38:23,418 | ERROR | pool-29-thread-1 | | c.c.e.i.n.EventSyncProcessor | Error while invoking grouping T

service

> Jan 27, 2024  18:38:19.187 apic-em-inventory-manager-

service

> Jan 27, 2824 @ 18:3B:19.186 network-poller-service

AG API for device e436598e-dbb6-4822-81da-6e88367ea22b, Member with UUID e436598e-dbb6-4822-81da-6e@B367ea22b does not exist in
any group |

2@24-81-27 17:38:19,187 | ERROR | SimpleAsyncTaskExecutor-4 | | c.c.e.i.d.Devi i1t dler | Error while @ @
ecting Device Reachability: Error Message: Could not execute command on device 3315197886, Details: No attribute "CLI_ADDRESS" f
or device "3315197886" |

2824-81-27 17:38:19,186 | ERROR | xdePooledTaskScheduler-16 | | c.c.e.n.p.ScheduledPollingTask | Could not execute Feature co
m.cisco.apicem.feature.feature_deviceReachability, for device 3315197886. Exception Mo attribute "CLI_ADDRESS" for device "331
5197886" |

apic-em-inventory-manager- 2024-81-27 17:38:19,187 | |ERROR | SimpleAsyncTaskExecutor-4 | | c.c.e.i.d.DeviceReachabilityResponseHandler | Error while @ Q
service ecting Device Reachability| Error Message: Could not execute command on device 3315197886, Details: No attribute "CLI_ADDRESS" f
or device "3315197886" |

ciIsco '&/
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Sample use case with mix and match

o3 + Add filter

@ EDIT FILTER

Selec
Field
t kul
Jbernetes.labels.ser|
t log
i kubernetes.labels.ser...
Availi

kubernetes.labels.
O @t i
kubernetes.labels.serviceName I
t _id

all

Edit as Query DSL

EC

Operator

Select an operator v

£23

Cancel
t _in
=3 + Add filter
@ EDIT FILTER Edit as Query DSL
Selec
Field Operator
t kul
kubernetes.label... ~ Select an operator ~
t log
is
Avail: - .
isnot 'S
o @t > Create custom label?
is one of
t _id P
Car is not one of
t _in exists
# _score does not exist

cisco Li%o/‘/

Selec

t kul

t log
Avail;
@ @t
t _id
t _in

# _sc

+ Add filter
EDIT FILTER Edit as Query DSL
Field Operator
kubernetes.label... v E v
Value
network] v

network-poller-service

networkvalidationpyservice
network-design-service
network-orchestration-service

network-validation-service

BRKOPS-2464 © 2024 Cisco and/or its affiliates. All rights reserved. Cisco Public
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Sample use case with Mix and Match

Discover ©
12 hits

New Save Open Share Inspect

Filters B log:error KQL

~  Last 15 minutes Show dates
f6  kubernetes.labels.serviceName: network-poller-service X + Add filter
m Jan 27, 2024 @ 18:35:54.300 - Jan 27, 2024 @ 18:50:54.300 —  Auto ~

Selected fields 5
t kubernetes.labels.serviceName 15
t log 5
o
; § (3]
Available fields L] oS
© @timestamp 0
18:37:00 18:38:00 18:39:00 18:40:00 18:41:00 18:42:00 18:43:00 18:44:00 18:45:00 18:46:00 18:47:00 18:48:00 18:49:00 18:50:00
t _id @timestamp per 30 seconds
t _index
kubernetes.labels.serviceName
# _score Time log
t _type > Jan 27, 2824 @ 18:46:19.182 ||network-poller-service 20824-01-27 17:46:19,182))| ERROR | xd{{PooledTaskScheduler-3 | | c.c.e.n.p.ScheduledPollingTask | Could not execute Feature ¢
om.cisco.apicem.feature|feature_devicfReachability, for device 3315197886. Exception No attribute "CLI_ADDRESS" for device "
t docker.container_id 3315197886" |
t kubernetes.container_image > Jan 27, 2824 @ 18:45:19.181 network-poller-service 2824-81-27 17:45:19,181 | ERROR | xdePooledTaskScheduler-17 | | c.c.e.n.p.ScheduledPollingTask | Could not execute Featu@ @
om.cisco.apicem.feature.feature_deviceReachability, for device 3315197886. Exception No attribute "CLI_ADDRESS" for device "
t kubernetes.container_image_id 3315197886" |
t kubernetes.container_name > Jan 27, 20824 @ 18:44:19.112 network-poller-service 2024-81-27 17:44:19,112 | ERROR | xdePooledTaskScheduler-24 | | c.c.e.n.p.ScheduledPollingTask | Could not execute Feature c
om.cisco.apicem.feature.feature_deviceReachability, for device 3315197886. Exception No attribute "CLI_ADDRESS" for device "
t kubernetes.host .
3315197886" | I

Cisco &. BRKOPS-2464 © 2024 Cisco and/or its affiliates. All rights reserved. Cisco Public 24



Microservices - Reference

~ Inventory  (SEintegiation SWiM

inventory-manager

postgres ) spf-service-manager gglt:/\'/ac:?;—edresi n (sj\:\]nr? mmon
dna-maps-service network-programmer b ¢ [¢] i a-co 0‘

kong template-programmer identity-manager-pxgrid network-design
dna-common-service K jboss-ejbca network-programmer
network-design-service ong kong kong

network-poller-service

catalogserver onboarding-service . . .
. licensemanager onboarding-service
workflow-server connection-manager . h )
: license-service connection-manager
system-updater network-orchestration .
kong inventory-manager
kong Inventory-manager

Cisco M. BRKOPS-2464 © 2024 Cisco and/or its affiliates. All rights reserved. Cisco Public 25



Cisco Catalyst Center Restricted Shell

Description: For added security, the Cisco Catalyst Center is now FIPS
140-2 certified.

FIPS compliance disables access to the root shell (by default) and
introduces a restricted shell (Magshell) in 2.3.x which can cause a
challenge to troubleshooting in some scenarios.

Consent Token Authorization process enabled in 2.3.5.x.

Challenges:

- Restricted set of commands

- No access to native Linux Bash shell
- Troubleshooting tools like AURA will not work

- Required to contact TAC support to access the Linux Bash shell
through a Consent Token Authorization process

Release 2.3.x

afraa]n
cisco

April 26, 2022
To Whom It May Concern

of Cisco DNA Cent 2.3.3 deployed within Ubuntu 18.04 was completed and found
to properly incorporate the following FIPS 140-2 validated cryptographic modules:

*  Cisco FIPS Object Module version 7.2a (Certificate #4036)
*  BC-FIA (Bouncy Castle FIPS Java API) version 1.0, ificate #3514)

allof ervices for

Cisco confirms that the embedded
the following.

o TLSVL2(HTTPS i Cisco FIPS Object 722
o SSHY between PC and BC-FIA (Bouncy Castle FIPS Java API)
©  SNMPV3 (Secure logging) outbound using BC-FIA (Bouncy Castle FIPS Java API)

©  TLS1.2(HTTPS) outbound using BC-FIA (Bouncy Castle FIPS Java API)

The review/testing confirmed that

Cisco DNA Center enables FIPS mode at i g the first ion wizard. Once set, a factory

reset must Ps.

Detai onsisted of (both
ided upon requess

provide an assessment and assurance that the Cisco DNA Center correctly

tegrats es modules Ci i 7.2 3nd BC-FIA
(Bouncy Castle FIPS Java API) version 1.0.2, both listed above within the scope of the claims indicated above. The
Cryptographic Module Validation Program (CMVP) has not independently reviewed this analysis, testing or the
results.

Y to the Cisco Global Certification Team
(certteam@cisco.com).

Thank you,

Chisanl D [eralleds
€d Paradise

SVP Engineering

Gisco S&TO

Cisco M. BRKOPS-2464 © 2024 Cisco and/or its affiliates. All rights reserved. Cisco Public 26




Release 2.3.3.x

Cisco Catalyst Center Restricted Shell

- Commands to disable / enable root access from CLI
Command to enable the BASH shell

$ _shell -c 'sudo magctl ssh shell bash'

Password:

Warning! Activity within this shell can jeopardize the functioning of the system!
[sudo] password for maglev:

Successfully enabled bash for user, will be effective from next login.

$

Command to disable the BASH shell

$ sudo magctl ssh shell magshell
[sudo] password for maglev:
Successfully enabled magshell for user, will be effective from next login.

$

Cisco M. BRKOPS-2464 © 2024 Cisco and/or its affiliates. All rights reserved. Cisco Public 27



Release 2.3.5.x
onwards

Cisco Catalyst Center Restricted Shell

« Consent Token

1. Command Wenerate the challenge string 2. Specify the time-out (default is 4 days)

Please secure authentication via request of a consent token for b
Proceed to generate a challenge? [vy/n] : v
Enter authentication time—outkin minutes - max 10080 [default 4 days]) : ]
Generating Challenge. .. ...ttt eeeeeeeennnnn.

Challenge String (Please copy everything between the asterisk lines exclusively) :

RS T S o S o S S o S S o S S o S S S S S T S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S o S S S S o S S S S S S A S S A S o S W S o S 4

BrQOaAAAAQUBAAQAAAABAGAEAAAAAAMACAAAAAAAAAAABAAQ32GC3XwzhRKcsMilrzAzhAUABAAAFOAGAARETkFDBWAMTUFHUOWFTEx£Q1...

R R e I b e S b e S b I S S A R S I S e I S e I b e S b e S b S 2R S b S b I S SR I S B b R I b S 2h e S b S SR I S 2R I S R I S SR I S S b S b S b S 2b S b 3

ell-access.

Validate the generated challenge using [ shell -v] command for bash shell-access.
[Thursday Aug 11 15:51:40 UTC] maglev@40.0.0.171 (maglev-master-40-0-0-171)

3. Share the Challenge String with the TAC engineer
4. Command ‘_shell -v’ to enter the response token received from TAC

AN

[$ shell -v rQj8PQAAAQUBAAQ. l
Warning! Activity within this shell can jeopardize the functioning of the system!
maglev@maglev-master-172-16-52-11:~$%
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Release 2.2.x

System in Self Monitoring Mode Onwards

Software Services

Banner at the top of the screen indicating one or more Services are down.

Automation and Assurance services have been temporarily disrupted. The system is working to restore this functionalit

System /[ System 360

System 360 System Health Service Explorer e
172.19.239.134 . . i
Noda Ststus: Heslthy Click here to view which
SYStem 360 Services Status: Unhealthy (1 Down) . .
Service(s) is affected
SERVICES (62) As of: Feb 3, 2024 6:08 PM
Cluster
% Filter =Q Find
Hosts (3) Name Appstack Health = Version [ Tools \
As of Feb 3, 2024 6:08 PM
apic-em-inventory-manager-service fusion Restarting (1) 7.1.714.60631 Metrics & | Logs &7

® 172.19.239.134
View 62 Servi agent

maglev-system up @ 1.7.1105 Metrics 7 | Logs

® 172.19.239.135 View 68 Servi
® 172.19.239.136 View 70 Servi catalogserver maglev-system Up (L 1.7.134 Metrics & | Logs &
cnsr-reasoner fusion up @ 7.28.714.210081 Metrics 7 | Logs (7

\_ J

Cisco M‘/ BRKOPS-2464
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System / System 360

Release 2.2.x

System in Self Monitoring Mode Onwards

Software Services

il Catalyst Center

System 360 System Health Service Explorer 172.19.239.134 W
Node Status: Healthy
System 360 Services Status: Healthy
SERVICES (61) As of: Jan 31, 2024 6:38 PM
Cluster
Y Filter ﬁ (—b
Hosts (3) Name Appstack Health Version Tools
As of Jan € 8 PM
agent maglev-system Up (U 1.7.1105 Metrics 4 | Logs @
® 172.19.239.134 View 61 Servid
® 172.19.239.135 oW 68 Servi catalogserver maglev-system up @ 1.7.134 Metrics 4 | Logs @
® 172.19.239.136 i i =
View 71 Servi cnsr-reasoner fusion up (L 7.28.714.210081 Metrics @ | Logs
collector-iosxe-db assurance-backend up D 2.3.7.4138 Metrics @ | Logs 7
collector-manager ndp up ® 5.0.60 Metrics 4 | Logs
S\/Stem Management connection-manager-service fusion up ® 2.1.714.60631 Metrics 4 | Logs @
contextcache ndp up (D 5.3.7 Metrics @ | Logs @
Software Management
As of Jan 31, 2024 6:38 PM
‘ credentialmanager maglev-system Up (D 1.7.64 Metrics 7 | Logs
® Connected to Cisco’s software server. daas-runtime dnacaap up 1.13.247.0 Metrics @ | Logs &
@® Your system is up to date
data-cob fusion up @ 7.1.714.60631 Metrics Z | Logs @

cisco L{{/&/ e/ —
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System / System Health

Release 2.3.5.x

System in Self Monitoring Mode Onwards

Hardware Health

~ Cisco DNA Center

Enterprise VIP
Management VIP

Switch

@)

Router

i
i
Nov 6, 2023 5:15 PM

Cisco DNA Center Disk 20 has failed on
podxl.cisco.com

State NotGood

Domain Cisco DNA Center Appliance

Sub Domain DISK

Instance podxl.cisco.com/10.78.8.84/sys/rack-unit-
1/board/storage-SAS-RAID/pd-20/general
-props

More Details

cisco L{V&/

Click here to view
additional details

Power Supply powered off

v & Nov 6, 2023 5:15 PM

Cisco DNA Center Power Supply (PSU- 3) is powered off and thermal condition is
normal for podxl.cisco.com

State Off

Domain Cisco DNA Center Appliance

Sub Domain PowerSunnlv

Instance 3.84/sys/rack-unit-1/psu-3

Disk / Raid failure

v @ Nov 6, 2023 5:15 PM

Cisco DNA Center Disk 20 has failed on podxl.cisco.com

State NotGood

Domain Cisco DNA Center Appliance

Sub Domain DISK

Instance podxl.cisco.com/10.78.8.84/sys/rack-unit-1/board/storage-SAS-RAID/

pd-20/general-props

BRKOPS-2464 © 2024 Cisco and/or its affiliates. All rights reserved. Cisco Public
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System / Settings
Release 2.3.5.x

System in Self Monitoring Mode Onwards

Hardware Health

= Cisco DNA Center

=Q Search Settings

Cisco Accounts
Device Settings
External Services
System Configuration
Debugging Logs
Proxy
High Availability
Integration Settings
| ©)
Login Message
Terms and Conditions

Trust & Privacy

cisco L{V&/

@ [ System / Settings ]

Settings / System Configuration

System Health

Cisco IMC Configuration Validation Catalog

Define your Cisco Integrated Management Controller (Cisco IMC) and provide required
credentials. These settings are used to communicate with Cisco IMC and allow it to
monitor the health of the Cisco DNA Center hardware.

Cisco DNA Center Address Cisco IMC Address

10.105.192.135 @ NA

BRKOPS-2464

Q@ @ 4L

Edit Cisco DNA Center Server Configuration <

Cisco IMC address must correspond with the Cisco DNA Center IP address it
is managing. The two systems must be able to communicate over the
network.

Cisco DNA Center Address
10.105.192.135

O,

Cisco IMC Address*

Cisco IMC Username*

Cisco IMC Password*
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AURA - Health Checker Tool

AURA is our tool that covers health, scale & upgrade readiness
checks across the Use Cases

Simple & Straight Forward:

« Copy one executable file to the Catalyst Center and execute it

on the Catalyst Center
* Using existing pre-installed libraries/software ONLY
*  Only input required - Catalyst Center passwords

* Automatically generated PDF report & Zipped Log file that can

be automatically uploaded to Cisco SR

* Not Intrusive - only DB reads, show commands and API calls

Execution time: Each node <15mins. SDA=depends on scale (approx.

30min for 30 SDA Devices)

Built in APAC and adopted across Cisco Internal teams, Partners and

Customers globally

cisco L{V&/

BRKOPS-2464

Release 1.2.8

Onwards

Cisco DNA Center AURA Results - v1.6.6

The Cisco DNA Center AURA (Audit & Upgrade Readiness) tool performs a variety of health, scale & upgrade readiness
checks across the Cisco DNA Center and the rest of the Fabric network without affecting any of the devices. This report is auto
generated by the script and documents all the checks and logs performed by the script
Thank you for running it, please reach out to dnac_sda_audit_tool@cisco.com for any feedback

A total of 165 checks were executed on the setup, found 12 errors and 20 warnings. Please evaluate the Warnings & Errors,

ensure the Errors are eliminated prior to proceeding with an upgrade

Summary of the Results
Cisco DNA Center Device Details:
Model Serial Number Software Version Node IP Address
DNI1-HW-APL FCH2214VOEJ 2234 172.16.52.11

Seript Execution Time:
Start Time End Time
2022-09-16_17:08:33 2022-09-16_17:18:35

Cisco DNA Center Infra Health Results:
Checks Executed Errors Found Warnings Found
91 8

Cisco DNA Center & Device Assurance Results:
Checks Executed Errors Found ‘Warnings Found
12 0

Cisco DNA Center & Device Upgrade Readiness Results:
Checks Executed Errors Found ‘Warnings Found
39 2

Cisco DNA Center SD-Access Health Results:
Checks Executed Errors Found Warnings Found
5 2

Cisco DNA Center Scale Limit Check Results:
Checks Executed Errors Found Warnings Found
18 0
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Validation TOO' System / System Health Release 2.3.5.x

Last Updated: 12:12:58 AM Tools ~

Onwards

- On Demand Cisco Catalyst Center Health Checks Network Ping

(] Appliance Infrastructure Status Validation Tool

(O Appliance Scale

« Cluster - member identifier
« Cluster - hostname

+ Kubelet status * Total device count

* Docker status » Wired device (switches and hubs + routers + wireless controllers) count

System Analyzer

« DNS resolution status

- » Wireless device (access Points + sensors) count
« DNS reachability status

e Physical port count

« Check and verify DNS server configuration requirements

+ CPU utilization - Cluster average * Interface count () Assurance Health v () Upgrade Readiness Status

« Memory utilization - Cluster average « Total client count (concurrent)

* CCO credentials configuration status « Wired client count (concurrent) « Assurance NSA webapp health . .

* Appstack status o Wireless client count (concurrent) « If there are any devices in inventory * System software uPdate mode (online/offline)
+ Filesystem utilization status « Transient client count « Failed or unassigned devices in inventory * Catalog server settings

: Cass?"dra semce_ status « Site count « Assurance and related service(s) health * Catalog server repository settings

- Assaarce ottt B
« GlusterFS service status « Netflows count » Processing lags for Assurance and related pipelines e HTTP proxy conflguratlc_m_ settings

« InfluxDB service status « Policies count * The memolr\,.' uti.lization of Assurance ;ervin:es « Catalog server connectivity status

« MongoDB service status « Security groups count = The cpu utilization of ASSUW“F? services e HTTP proxy reachability status

« Postgres service status « Assurance collectors are receiving data « Backup status (backup success < than 1 week)
« RabbitMQ service status * Wireless client roaming count per second does not exceed the supported limit o Seryice(s) - Operational status

« Zookeeper service status + Client count does not exceed the supported limit « Service(s) - Restart counts for the past 24 hours
+ Health of Kafka service (ndp appstack) « Device count do:s not exceed the supported limit « Pods - Operational status

« Health of Redis service « Assurance is performing client health computations i R _

« Cluster node(s) status « Assurance client and device APIs are running : D!SK storage ava!lable - root dl.rectory

* Processor units status « Assurance is performing device health computations * Disk storage available - data directory

« Memory units status * Exited pod(s) count

« Storage units status « System certificate status

v () Cisco ISE Health and Cisco DNA Center Role

* Network adapter units status « Authentication and Policy servers configuration and status
+ Storage virtual drives status « Workflow status
+ Power supply units status + Cisco ISE Health Status

+ Kubernetes Node Diagnosis - Memory Pressure, Disk Pressure, PID Pressure, Kubelet « Cisco DNA Center role (*applicable only on Multiple Cisco DNA Center enabled
Ready deployment)

= Group Based Policy Migration Status

Cisco L‘V&~ BRKOPS-2464 © 2024 Cisco and/or its affiliates. All rights reserved. Cisco Public 35
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Cisco Catalyst Center
Inventory
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Provision / Inventory

Cisco Catalyst Center Inventory

Automation Capabilities from Inventory Page Main Role of Inventory
Network Visibility Network Operations Inventory Collection (Sync)
Y g ) .‘. .‘.
W0 INT
‘=0 I
| o o
* Software Version « Upgrading - Data collection via SNMP,
* Device Family «  Provisioning CLI or Netconf
) DeV'C_e PID o « LAN Automation « Reports reachability &
* Security Advisories - RMA manageability status
* Health. * Run Commands ... « Convert data to database
« Compliance ... objects

c 1 SCO M- BRKOPS-2464 © 2024 Cisco and/or its affiliates. All rights reserved. Cisco Public 37



Release 2.3.x.x
onwards

Cisco Catalyst Center Inventory

Inventory Sync Enhancements

¥ -

Reprioritization of Sync Tasks Grafana Inventory Dashboard
(SNMP Trap floodings don’t © o (additional visibility and
starve other priority syncs...) ’I/I troubleshooting)

Multiple Memory Optimizations

(shorter sync times especially for Visibility into .SynC Erro_rs
scaled setups, prevention of out of (no more Partial Collection
memory / crashes) Failures)
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o Provision / Inventory
M Q1: “Is my device managed / in Sync

Customer Voice  wjth the Cisco Catalyst Center?”

Whether the device is
managed by Cisco
Catalyst Center or not

Devices (5) Focus: Inventory v Go to old page

Q Filter devices

0 Selected © Add Device Tag Actionsv @
Device Name =« IP Address Device Family Reachability (1) EoX Status (1) Manageability (1) « S .
BLR_BORDER.cisco.com Switches and Hubs ; A Managed
& e 192.5.101.65 TLO Casable] ® Reachable © Scan Failed s Ny prog ress

Switches and Hubs

BLR-EDGE-1.cisco.com 192.5.101.68 (WLC Capable) @ Reachable © Scan Failed @ Managed | Que— SUCCGSSfU”y
Managed

& Managed

CLI Authentica

CHN_BORDER.cisco.com 192.5.200.245  SWitchesandHubs g b hable © Scan Failed
(WLC Capable)

Errors

Q POD5-WLC 172.16.53.11 Wireless Controller @ Reachable A Not Scanned A Managed
Internal Error

@ Unmanage«
NA 192.5.200.45 @ Unreachable & Not Scanned

Device Unreac...
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Provision / Inventory

o

M Q2: “Why is my device in an unmanaged
Customer Voice  Qr constant syncing or errored state?” Reat s And Sigcoiied Adtione :

SNMP Authentication Failure : NCIM12001: Device was
not successfully authenticated via SNMP credentials.

. However, device is ping reachable. Either the mandatory

Rea SO n a n d S u g g ested ACtI O n S m e n u protocol credentials are not correctly provided to Cisco

DNA Center or the device is responding slow and
exceeding the set timeout value. User can also run
discovery again only for this device with correct
credentials using the discovery feature.

: < ) | . .
Devices (5)  Focus: Inventory v Gaitoiold page Impacted Applications
Q Filter devices ALL
Reason and Suggested Actions .
0 Selected © Add Device Tag Actionsv @ 99
X
O Beiica N |PiAHEsE Biawias Eail Reachability © cLl A‘uthen‘tlcatlon Failure : NCIM12007: CLI credentials Reason and Suggested Actions
for this device do not match. Please ensure correct
credentials are provided in global credentials or in Internal Error : NCIM12024: All information from the
BLR_BORDER.cisco.com Switches and Hubs discovery job. You can update the device credentials device could not be collected successfully or the
o e Main Hub 132:5:101:65 (WLC Capable) ® Reachable using update credentials option. inventory collection for this device has not yet started. It
may be a temporary problem that will resolve
) Impacted Applications automatically. Resync the device, if that does not resolve
0 ¢) BLR-EDGE-1.cisco.com 192.5.101.68 (sv‘\'/":g?:pi';‘:e;'”bs © Reachable the problem, please contact Cisco TAC.
ALL X X
Impacted Applications (1)
) ; Switches and Hubs = 1
@) CHN_BORDER.cisco.com 192.5.200.245 (WLC Capable) @ Reachable @ Scan Failed @ Error Topology

d ) POD5-WLC 172.16.53.11 Wireless Controller @ Reachable & Not Sc d © Managed

More details on clicking Affected Application

the error message
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O

Provision / Inventory
M Q2: “Why is my device in an unmanaged

Customer Voice  Or constant syncing or errored state?”

Q View Inventory Service logs (Inventory Grafana Dashboard or the CLI)

88 General / Inventory <3 "l
Log Pattern | Enter variable value Log Level = ERROR v Device IP | 192.5.200.245 ~ Deviceld | 13661649 v
[
v o
Step 1. Select Details - 192.5.200.245
deVICe |P = id hostname type collectionstatus reachabilitystatus  inventorystatusdetail errorcode devicesupportlevel collectioninterve serialnum
13661.. CHN_BORDER.. Cisco Catalyst 9500 Switch In Progress Reachable <status><general code="SY... Supported Global Default FCW2220
> Basic Stats (5 panels)
¢ > Stats (3 panels)
Step 2. Select ‘Key
y . . > Device Syncs Stats (4 panels)
logs’ to view Servi
IOgS v Key logs - 13661649 (192.5.200.245)
4 192.5.200.245 - logs
:ion><message>SSH2 authentication failure : SSH_MSG_USERAUTH_FAILURE</message><handlerCode> _LOGIN_PASSWORD</handlerCode><errorName>palConnection </errorName><sess|
:ion><message>SSH2 authentication failure : SSH_MSG_USERAUTH_FAILURE</message><handlerCode> _LOGIN_PASSWORD</handlerCode><errorName>palConnection </errorName><sess
:ion><message>SSH2 authentication failure : SSH_MSG_USERAUTH_FAILURE</message><handlerCode> _LOGIN_PASSWORD</handlerCode><errorName>palConnection </errorName><sess
:ion><message>SSH2 authentication failure : SSH_MSG_USERAUTH_FAILURE</message><handlerCode> _LOGIN_PASSWORD</handlerCode><errorName>palConnection </errorName><sess

Most useful in

an XL or Cluster setup where multiple Inventory instances exist
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Provision / Inventory

o

M Q2: “Why is my device in an unmanaged
Customer Voice  Qr constant syncing or errored state?”

' View Device Details

Timestamp
Check for configuration changes
- - Interfaces v
» Config Drift
O n I rl Ethernet Ports Configuration changes an your device will be saved on the internal Gisco DNA Center server. The number of configuratiffn drifts saved {as set in System > Settings > Device Settings >

. Configuration Archive) will include labelled configs and config drift versions
- D CLI
eVI Ce Total config drifts being saved: 15 Total labelled configs: 0

Hardware & Software

Configuration Changes

Cenfiguration  Change History (Running Config)

Power
Start Date End Date

‘ :ha n g eS to Fans Config Drift Date Range: Oct 16, 2022 Oct 31, 2022
SFP Modules
19K
« SNMP | o
User Defined Fields 2"

S
:'D| oK@ . L L L] - . L . . L] . . - e
) Config Drift EET
S
REP Rings 1.3K T T T y
av e s o o st P ) A fr=m
° H | I PS Config Drift Days
SECURITY l l
- Netcon v
® In-band Config Drift @ Out-of-band Config Drift ® Labsllsd Config

Gonfig Drift Version Gonfig Drift Version

13 COMPLIANCE
hd Ce rtlfl Cates October 30, 2022 9:48 PM v Label Config Z October 30, 2022 10:58 PM ~  Label Config ra

Summary
(Running Config (1619 Lines) Running Config (1620 Lines) \
211 errdisable recovery cause psp 211 errdisable recovery cause psp
212 errdisable recovery cause mrp-miscabling 212 errdisable recovery cause mrp-miscabling
213 username sdaadmin privilege 15 secret 9 *#*ssss 213 username sdaadmin privilege 15 secret § **¥#wek#
214 username sdaadmin? privilege 15 secret 9 *¥swekss
214 redundancy 215 redundancy
215  mode sso 216 mode sso
216 transceiver type all 217 transceiver type all
C f' H 1422 logging source-interface Loopback0 1423 logging source-interface Loopback0
On Iguratlon 1423 logging host 172.16.52.21 1424 logging host 172.16.52.21
. 1424 logging host 172.16.99.13 1425 logging host 172.16.99.13
lef \ 1425 snmp-server community **#**s«* RO 1426 snmp-server community ****##%# RO RR )
1426 snmp-server Cﬂmmuuity www ke ww RW 1427 snmp-server Cummuuity W kkw kW ® RW

ciIsco '&/
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Provision / Inventory

O

M Q2: “Why is my device in an unmanaged
Customer Voice  Or constant syncing or errored state?”

Q Check ‘Reachability’ column to determine reachability

Devices (5) Focus: Inventory v Status Reacha bl | |ty

Q Filter devices

0 Selected © Add Device Tag Actionsv @ — Reachable Via a”

O TR AR Device Family Reachability (D Reachable mandato ryp rotocols
O e ;:T;i?,iDER’CiSCO‘Com 192.5.101.65 Switches and Hubs | g peachable

(WLC Capable)

Ping Reachable via ICMP

. Switches and Hubs
0O BLR-EDGE-1.cisco.com 192.5.101.68 (WLC Capable) @ Reachable ReaChable
g Switches and Hubs
l D / CHN_BORDER.cisco.com 192.5.200.245 (WLC Capable) @ Reachable Unreachab|e Via a”
Unreachable
O ¥, POD5-WLC 172.16.53.11 Wireless Controller @ Reachable mandato ry prOtOCO|S
0O ) NA 192.5.200.45 © Unreachable

——/
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O
M

Customer Voice

@ Verify Credentials

Step 1. Select device in Inventory

Devices (4) Focus: Inventory Vv

Q Filter devices

1 Selected © Add Device Tag Actions A (O]
] Device Name Inventory
Edit Device
- Software Image >
Q POD5-WLC Resync Device
Provision >

Step 2. Select ‘Edit Device’
in the menu Actions 2>
Inventory

cisco L{V&/

Q2: “Why is my device in an unmanaged
or constant syncing or errored state?”

Edit Device

Credentials Management IP

Type

Network Device

Credentials >

(@ Note: CLI and SNMP credentials a
will go into a collection failure state.

> CLI

> SNMP*

> SNMP Retries and Timeout*
> HTTP(S)

> NETCONF

BRKOPS-2464

Provision / Inventory

Step 3. Click Validate

Credentials

—

Credentials  Validate

@ Note: CLI and SNMP credentials a
will go into a collection failure state.

> cL* @

> SNMP* @

> SNMP Retries and Timeout*

> HTTP(S)

> NETCONF @

—1L 5

(@ Note: CLI and SNMP credentials are i

will go into a collection failure state.

> oL @

> snMpr @

> SNMP Retries and Timeout* @

> HTTP(S) @

> NETCONF @

Credentials Validate

@ Note: CLI and SNMP credentials a
will go into a collection failure state.

> CLI* @

> SNMP* @

> SNMP Retries and Timeout*

> HTTP(S)

> NETCONF @
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Provision / Inventory

O

M Q2: “Why is my device in an unmanaged
Customer Voice  Or constant syncing or errored state?”

o Check device reachability from Cisco Catalyst Center

Command Runner

BV
X

Welcome to Cisco DNA Center command runner.

Actions You can access this window from anywhere using the key combination Q+T.
You can access recently viewed devices using the key combination Q+D.

Inventory >

Note: You can enter "man" anytime to get the list of currently supported commands an

Software Image >
d shortcuts.
Provision > |
$ man
S N This lists the commands currently supported by command runner:
B ‘ man ---- Get the list of currently supported commands
Device Replacement >
Compliance 5| If “Unreachable’: If ‘Ping Reachable’:
More > | Run Commands traceroute <IP address> snmpget -v <version> <IP address>
P e ping <IP address> -c <community> <OID>
Command runner for ing6 <IP address> .
ping Netconf connectivity

Cisco Catalyst Center
Y ssh -p 830 <username>@<IP address>
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O

M Q2: “Why is my device in an unmanaged

Customer Voice  Or constant syncing or errored state?”

‘ Resync the device

Devices (4) Focus: Inventory v/

Q Filter devices

St 1 1 Selected © Add Device Tag Actions A @
SeleCt the (=] Device Name Inventory
. . Software Image
device . POD5-WLC
Provision

cisco L{{/&/

Edit Device

Resync Device

BRKOPS-2464
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Step 2. Click to
manually force a resyn
of the device




(@)

Customer Voice

‘ Ensure no firewall
blocking necessary
ports

Cisco Catalyst Center to
device inbound ports to
be kept open

*from Cisco.com

cisco L{V&/

Device to Cisco DNA Center

TCP 22, 80, 443

UDP 123
UDP 162

UDP 514
UDP 6007

TCP 9991

UDP 21730

TCP 25103

TCP 32626

ICMP

HTTPS, SFTP,
HTTP

NTP
SNMP

Syslog

NetFlow

Wide Area
Bonjour
Service

Application
Visibility
Service

Cisco 9800
Wireless
Controller and
Cisco Catalyst
9000 switches
with streaming
telemetry
enabled

Intelligent
Capture
(gRPC)
collector

Provision / Inventory

M Q2: “Why is my device in an unmanaged
or constant syncing or errored state?”

Devices use ICMP messages to communicate network
connectivity issues.

Software image download from Cisco DNA Center through
HTTPS:443, SFTP:22, HTTP:80.

Certificate download from Cisco DNA Center through HTTPS:443,
HTTP:80 (Cisco 9800 Wireless Controller, PnP),
Sensor/Telemetry.

Note Block port 80 if you don't use Plug and Play (PnP),
Software Image Management (SWIM), Embedded
Event Management (EEM), device enroliment, or Cisco
9800 Wireless Controller.

Devices use NTP for time synchronization.

Cisco DNA Center receives SNMP network telemetry from
devices.

Cisco DNA Center ives syslog from d

Cisco DNA Center receives NetFlow network telemetry from
devices.

Cisco DNA Center receives multicast Domain Name System
(mDNS) traffic from the Service Discovery Gateway (SDG) agents
using the Bonjour Control Protocol.

Application Visibility Service CBAR device communication.

Used for telemetry.

Used for receiving traffic statistics and packet - capture data
used by the Cisco DNA Assurance Intelligent Capture (QRPC)
feature.

BRKOPS-2464

Enable ICMP.

Ensure that firewall rules limit the source IP of the hosts or
network devices allowed to access Cisco DNA Center on these
ports.

Note We do not recommend the use of HTTP 80. Use
HTTPS 443 wherever possible.

Port must be open to allow devices to synchronize the time.

Port must be open for data analytics based on SNMP.

Port must be open for data analytics based on syslog.

Port must be open for data analytics based on NetFlow.

Port must be open on Cisco DNA Center if the Bonjour application
is installed.

Port must be open when CBAR is enabled on a network device.

Port must be open for telemetry connections between Cisco DNA
Center and Catalyst 9000 devices.

Port must be open if you are using the Cisco DNA Assurance
Intelligent Capture (gRPC) feature.
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https://www.cisco.com/c/en/us/td/docs/cloud-systems-management/network-automation-and-management/dna-center/hardening_guide/b_dnac_security_best_practices_guide.html#id_90444

(@)

Customer Voice

‘ Ensure no firewall
blocking necessary
ports

Cisco Catalyst Center to
device outbound ports to
be kept open

*from Cisco.com

cisco L{V&/

Provision / Inventory

M Q2: “Why is my device in an unmanaged
or constant syncing or errored state?”

Cisco DNA Center Outbound to Device and Other Systems

TCP 22

TCP 23

TCP 49

TCP 80

UDP 53

UDP 123

UDP 161

TCP 443

TCP 830

UDP 1645 or 1812

TCP 5222, 8910
TCP 9060

ICMP

SSH

Telnet

TACACS+

HTTP

DNS

NTP

SNMP

HTTPS

NETCONF

RADIUS

Cisco ISE
Cisco ISE

Cisco DNA Center uses ICMP messages to discover network
devices and troubleshoot network connectivity issues.

Cisco DNA Center uses SSH to connect to network devices so
that it can:
« Read the device configuration for discovery.

« Make configuration changes.

Cisco DNA Center also uses SSH to connect to and complete
initial integration with Cisco ISE.

We strongly discourage the use of Telnet.

Note that although Telnet is discouraged, Cisco DNA Center can
use Telnet to connect to devices in order to read the device
configuration for discovery, and make configuration changes.

Needed only if you are using external authentication such as
Cisco ISE with a TACACS+ server.

Cisco DNA Center uses HTTP for trust pool updates.

Cisco DNA Center uses DNS to resolve hostnames.

Cisco DNA Center uses NTP to synchronize the time from the
source that you specify.

Cisco DNA Center uses SNMP to discover network devices; to
read device inventory details, including device type; and for
telemetry data purposes, including CPU and RAM.

Cisco DNA Center uses HTTPS for cloud-tethered upgrades.

Cisco DNA Center uses NETCONF for device inventory, discovery,
and configuration.

Needed only if you are using external authentication with a
RADIUS server.

Cisco DNA Center uses Cisco ISE XMP for PxGrid.
Cisco DNA Center uses Cisco ISE ERS API traffic.

BRKOPS-2464

Enable ICMP.

SSH must be open between Cisco DNA Center and the following:
« The managed network

« Cisco ISE

Telnet can be used for device management, but we do not
recommend it because Telnet does not offer security mechanisms
such as SSH.

Port must be open only if you are using external authentication
with a TACACS+ server.

To access Cisco-supported trust pools, configure your network to
allow outgoing traffic from the appliance to the following URL:
http://www.cisco.com/security/pki/

Port must be open for DNS hostname resolution.

Port must be open for time synchronization.

Port must be open for network device management and
discovery.

Port must be open for cloud tethering, telemetry, and software
upgrades.

Port must be open for network device management and discovery
of devices that support NETCONF.

Port must be open only if an external RADIUS server is used to
authenticate user login to Cisco DNA Center.

Port must be open for Cisco ISE.

Port must be open for Cisco ISE.
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https://www.cisco.com/c/en/us/td/docs/cloud-systems-management/network-automation-and-management/dna-center/hardening_guide/b_dnac_security_best_practices_guide.html#id_90444

Provision / Inventory

O

M Q3: “When does the Inventory connect
Customer Voice  t0 my device to collect data?”

— Initially added (Discovery, Inventory add, import CSV, PnP, LAN Automation...)

— Periodic (every 24 hours by default)

1. Automatic Link Up / Down Minimal
—— Event Based (SNMP Traps based)-+—— Config Change Syncs
— Credentials updated on Catalyst Cente=r AP Related Traps
— APl requests from other features like SWIM, Provisioning ...
— Inventory Dashboard (Actions = Inventory = ‘Resync Device’)

2. Manual—

— REST API Minimal - typically takes about 20% to 50% time of a

regular sync (based on scale of interfaces or APs)
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Cisco Catalyst Center
SWIM

cisco Li/&/



SWIM Recap

Upgrading & Patching the Operating System running on the switches,

routers, firewalls & other networking devices. .

* Imports / stores the * Provisioning software  « Configure up to 3 * Plan multiple device
required images & images to the devices external image upgrades using the A
patches (SMU) (Distribution + distribution servers ‘lmage Update’ ‘

* Marking the images Activation) » Change the protocol workflow
as Golden + Check Image update order of an image « Support flexible

status distribution server device ordering

* Import the ISSU
Compatibility Matrix « Perform Image
update readiness
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SWIM Recap

Upgrading & Patching the Operating System running on the switches,
routers, firewalls & other networking devices.

* Pre-checks

« Startup config check
« Config register value
* Flash memory

+ File transfer protocol
« Service entitlement

« HTTPS, SCP & SFTP (WLC) are the
supported file transfer protocols

cisco L;'V&/

1. Distribute Operation

Copy Images to flash

install add file

<Image Name>

ap image pre-download (ewlc 9800)

2. Activate Operation

install activate <image name>

install commit

*Moved from Activate step to Distribute.

BRKOPS-2464
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Common SWIM Issues - Image Repository

Issue 1. - Image information has not been updated

Image information fetched at
Sep 25, 2023 6:44 AM
Fetch image information
from Cisco.com.

nal (Not me?) Sync Updates (D

Image information from
Cisco.com has not been
updated within the last 60
minutes. Click Sync Updates
to get the latest image
information.

om (Not me?) Sync Updates @

cisco L{{(o/‘/

Common Reasons:

1. Connectivity - Firewall

To check SSL/TLS certificate revocation status using OCSP/CRL,
access the following URLs; access must be allowed either directly or
through the proxy server.

- http://ocsp.quovadisglobal.com

- http://crl.quovadisglobal.com/*

« http://*.identrust.com

2. Cisco.com credentials

Ensure that Cisco.com account credentials are provided in the
settings or the image repository window and the accounts have the
permission to download the software images.
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Common SWIM Issues - Image Repository

Issue 2. - Unsupported image, pls check the compatibility matrix

= Cisco DNA Center Design / Image Repository / Imported Image Family a e @ [

< Image Repository

o Imported Images

Recent Tasks (Last 50)  Task status Lest updated: 7:58 AV )

° nxos64-cs.10.4.1.F.bin See Why?
Images (2) Start Time: Sep 13, 2023 7:58 AM Duration: Less than 5 seconds Type: IMPORT

Q Search Table

Invalid Image File. Image file has See Why?

incorrect header. 7.46 AM Duration: Less than 5 seconds Type: IMPORT

¥y Import Image

Error indicates that the image is invalid

Cisco M. BRKOPS-2464 © 2024 Cisco and/or its affiliates. All rights reserved. Cisco Public 54


https://www.cisco.com/c/dam/en/us/td/docs/Website/enterprise/dnac_compatibility_matrix/index.html.

Common SWIM lIssues - Distribution + Activation

Inventory (Software Image Focus)

Reachability (1)

@ Reachable

@ Reachable

& Ping Reachable

@ Reachable

@ Reachable

Software Image

NA

c3750e-universalk9-mz.150-2.S...

© Needs Update

€9800[17.09.04.9.5180]

Mark Golden

cat9k_iosxe.17.03.

C9800-L-universalk9
Mark Golden 0

0OS Update Status

NA

Distribution Failure
See Details

NA

Device Uptodate
See Details

NA

2. Click on 'Needs Update’ to check for
status or rerun Readiness Check

cisco L{{/&/

Provisioning Status (7)

Not Provisioned

Success
See Details

Failed 4

See Details

Failed 4\

See Details

Failed 4b
See Details

BRKOPS-2464

Manageability @

o Managed

(] Managed

A Managed
SNMP Authentication Failure

1. Device needs
<+ to be Managed &

® Managed

o Managed
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Common SWIM Issues - Distribution + Activation

Checks to avoid common distribution/activation issues can be performed by clicking on ‘Needs Update’.

Readiness Checks Results C Re-Execute Checks a1
Check Type Description Status
Startup config check Startup configuration exist for this device [

Config-register verified successfully
X . Expected: OxF,0x2102,0x102
Config register check [
Actual: OxF

Action: No action required

Failed scenario for Flash Check

Image Size is larger than free space

Expected: 29 MB Available Free space is: 33 MB Image Size is larger than free space
Actual: fstage: 6 MB Expected: 460 MB Available Free space is: 79 MB

Flash check i . (] )
Action: Please Clean the Flash location And then Resync the Actual: flash: 79 MB o
device. However flow can proceed, auto flash clean up will be Action: Please clean up unused old files in flash location, perform
attempted for this device. resync of device and revalidate by clicking recheck. refresh the

page to see the green check mark.

HTTPS is NOT reachable / SCP is reachable

Expected: Cisco DNA Center certificate has to be installed
successfully and Device should be able to reach DNAC
(10.78.8.83) via HTTPS.

File Transfer Check Action: Reinstall Cisco DNA Center certificate. DNAC (10.78.8.83) F'y HTTPS/SCP is reachable 192.168.0.2 °

Success scenario for File Transfer Check

certificate installed automatically on device when device is

assigned to a Site, please ensure device is assigned to a site for
HTTPS transfer to work. Alternatively DNAC certificate (re) install
is attempted when HTTPS failure detected during image transfer.
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Common SWIM lIssues - Distribution + Activation

Inventory (Software Image Focus)

Reachability (1)

© Reachable

@ Reachable

& Ping Reachable

© Reachable

@ Reachable

2. Click on 'Needs Update’ to check for

Software Image

NA

c3750e-universalk9-mz.150-2.S...
© Needs Update

C9800[17.09.04t.0.5180]
Mark Golden

cat9k_iosxe.Jl 7.03.06.SPA.bin

iversalk9_wlc.17.12....
Mark Golfien

status and rerun Readiness Check

cisco L{{/&/

0OS Update Status

NA

Distribution Failure
See Details

NA

Device Uptodate
See Details

NA

view on the Image Provisioning status

Provisioning Status @

Not Provisioned

Success
See Details

Failed 4\

See Details

Failed &b
See Details

Failed &

See Details

—~

3. Click on 'See Details’ for a detailed

Manageability @

® Managed

o Managed
1. Device needs

A Managed

sMP Authentication Failure | € 10 0@ Managed &
Reachable

® Managed

© Managed

BRKOPS-2464
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Common SWIM Issues - Distribution + Activation

H Inventory (Software Image Focus) - Enhanced Visibility into the steps performed

® Deployment of Syslog Setting SUCCESS
Deployment of Syslog setting initiated
COMPLETED: Configuring new Syslog Server Configurations Settings IP: [172.26.26.80] on the device: 22.1.1.16 completed

successfully.

® Deployment of SNMP Setting SUCCESS
Deployment of SNMP setting initiated
COMPLETED: Configuring new SNMP Trap Server Configurations Settings IP: [172.26.26.80] on the device: 22.1.1.16 completed

successfully.

® Deployment of DNS Setting SUCCESS
Setting does not apply to device, so no operation was performed. \
® Deployment of Application Telemetry SUCCESS

Configuration of application telemetry during site assignment does not apply to this device, so no operation was performed. To

enable Application telemetry on this device, use " Action->Enable Application Telemetry" from the Provision/Inventory.

® Install of Swim Certificate FAILED Example Of a Failure

Installation of Swim Certificate initiated successfully Retry
Skipped removable Swim Certificate as certificate is not configured on device.

Unable to push the invalid CLI to the device 22.1.1.16 using protocol telnet. Invalid CLI - crypto pki authenticate DNAC-CA
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Common SWIM lIssues - Distribution + Activation

Inventory (Software Image FOCUS)$ 'See Details’ To view the distribution/activation failures

Reachability @ Software Image 0OS Update Statu Provisioning Status@ Manageability @
© Reachable NA NA Not Provisioned ® Managed
c3750e-universalk9-mz.150-2.S.. Distribution Failure " Success \
® Roachable © Needs Update See Details See Details © Managed
©9800[17.09.0/4.0.5180] Failed 4\ oM d 1— Device needs -
) .09.G4.0. aile anage
& Ping Reachable Mark Goldenl™? NA See Details SNMP Authentication Failure [€—— LO be Managed &
Reachable
® Reachable cat9k_iosxe[17.03.06.SPA.bin Device Uptodate Failed A © Managed
See Details See Details
C9800-L-¢niversalk9_wlc.17.12.... Failed &\
@ Reachable Mark Gollen 7 NA See Dotaile © Managed
2. Click on "Needs Update’ to check for 3. Click on ’See Details’ for a detailed
status and rerun Readiness Check view on the Image Provisioning status
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Common SWIM [ssues - Distribution + Activation
Inventory (Software Image Focus) - Enhanced Visibility into the steps performed

Operations Checks

v Distribution 4 minutes 40 seconds

NCSW32001: Distribution failed using protocol: SCP. Distribution of image: c3750e-univer; 9-
tar.152-4.E10.tar on device. with protocol: SCP . Flash Validation successfully completed iNo Sufficient free space in flash1: Required Free space is 38400000 Available Free space is 35003904 Please select
EraseFlash and EraseRunninglmage options and try aganin.

> ° Image Integrity Verification(KGV)
1 second

> ° Pre Distribution Operation

1 second Distribution issue due to insufficient space in flash

> @ Distribution

4 minutes 38 seconds
> @ Post Distribution Operation
> (3 Image Checksum Verification On Device

> (O Distribution Completed
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Common SWIM Issues - Distribution + Activation
Inventory (Software Image Focus) - Enhanced Visibility into the steps performed

Operations Checks

> @ Distribution

5 minutes 42 seconds

v @ Activation

5 seconds

> @ Block Device Deletion
1 second

Activation issue due to misconfiguration
v @ Image Activation

2 seconds
Task Name Image Activation
Task Status Failure (NCSW40015: Activation failed ! The device is set to use the manual reboot. Please configure "no
boot manual" and try again. In show romvar, SWITCH_IGNORE_STARTUP_CFG should be set to 0.)

> Install Commit

cisco Lje/
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Cisco Catalyst Center
Assurance

cisco Li/&/



Assurance an End-to-End Visibility and Insights

Q %) o Q
End user Client health and Network & Application visibility SD-Access health

visibility SerViCis health and periormance and itatus

Cloud Apps

Clients
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Assurance Settings & States on the Catalyst Center

Device Specific

Choose Provision > Inventory

Manageability State should be Managed
Reachability State should be Reachable
Device should be assigned to a site

For Application Health - From

Actions menu, choose Telemetry, click
‘Enable Application Telemetry’

cisco L{{{o//

Affects Multiple Devices

Choose Design > Network Settings > Telemetry

» Ensure Catalyst Center is set for SNMP trap
server, Syslog server & Netflow collector server

* For Assurance from Wired clients, ensure “Cisco
Catalyst Center Wired Endpoint Data Collection At
This Site” is enabled

 For Wireless Assurance, ensure “Wireless
Telemetry” is enabled
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Assurance System Flow

Network

ISE A Topology Locatlon PxGrld

DNS  DHCP Inventory Policy IPAM

Router Switch  WLC  Sensor
Network

telemetry data

SNMP NetFlow Syslog Streaming i
telemetry !
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Release 2.3.3.x

Device Checks e

Configurations and Certificates
Verify Catalyst Center has provisioned the necessary configurations successfully from Inventory page

i Step 2. Hover over the Success / Failed
Step 1. Change focus to ‘Provision’ P ver ov u / Fai

DEVICES f]ﬂ\/

[ Focus: Provision v ]

Y Filter ‘ @ Add Device Tag Actions v (O \ Take a Tour ¥
C] Most recent operation )
Device Name = IP Address Device Family Site Reachabil 1 H

o - —_— } Device Provisioning SucceSS Scenarlo
o 9500-1.dr.com & 172.19.100.3 (WLC Capable) .../Bangalore/BGL14 @ Reach:

= Success

/ AP0O06B.F125.F052 12.12.12.11 Unified AP .../BGL14/F4 Reachable[ ]
O onx <! ne j : b a1y

. . s
0 < fusion-1.dr.com © 172.19.100.2  Routers .../Bangalore/BGL14 @ Reachable cueeess

|
Most recent operation

o © fusion-2.dr.com @ 172.19.100.10  Routers .../Bangalore/BGL17 @ Ry . Controllability and Telemetry — Fa|lure Scenaﬂo

[:] (/ pod7-6500-2.dns-blIr1.cisco.com & 172.19.100.8 Switches and Hubs  .../Bangalore/BGL14 @ Reachable % Step 3 C“Ck tO See
configuration details in
both scenarios
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Release 2.3.3.x

Device Checks e

Configurations and Certificates
To push the necessary telemetry configurations to the device again from the Inventory page

Step 1. Select device(s) and then choose Step 2. A new popup with selected devices shows up,
‘Update Telemetry Setti choose ‘Force Configuration Push’

DEVICES (10)
Focus: Provision v

Update Telemetry Se

VFiter | @ Add Device Tag Actions A~

[ (3 Force Configuration Push@]

] Device Name = Inventory Device Family Site

o 9500-1.dr. @ B | - I )
u < reom & Software Image N WLC Capable) /Banga pod7-9200-1.cisco.com
GLOBAL/INDIA/BANGALORE/BGL14 The following settings will be deployed during assignment to site.
3 . Provision >
O ¢ W APO06B.F125.F052 @ .../BGL14, I pod7-9200-1.cisco.com
Syslog Server Cisco DNA Center
Telemetry > S a2000
o < fusion-1.dr.com @ Enable Agplication Telematry U 20U ZCEeE Netflow Collector Cisco DNA Center
Device Replacement > Disable ApNgation Telemetry Wired Endpoint Data Collection Yes
- . Others > Cisco TrustSec (CTS) Credentials Yes
fi -2.dr.
o o vsten 0 & [ Update Telemetry Settings ]
SNMP Trap Receiver Cisco DNA Center
Compliance >
o o pod7-6500-2.dns-blr1.c Switches and Hubs  .../Bangal Cisco TrustSec (CTS) Credentials Yes
Syslog Level 6 - Information Messages
Controller Certificates Yes
|8 O pod7-9200-1.cisco.com @ 172.19.100.5  Switches and Hubs .../Bangal

(] O pod7-9200-2.dr.com @ 172.19.100.6 Switches and Hubs .../Bangal Step 3 CliCk Next }4
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Release 2.3.3.x

DeVice CheCkS onwards

Configurations and Certificates
Details of configurations pushed and diff can be seen in the details

. Deployment of DTLS Ciphersuites SUCCESS
Skip DTLS Ciphersuite Config

. Deployment of Wireless AP Join Certificate SUCCESS
L Deploymant of syslog settiag sueeess Setting does not apply to device, so no operation was performed
No change in setting, so no operation was performed

. Deployment of PKCS12 certificate SUCCESS
L epleymentelanme setting shecess Started process: Pkes12 Internal Certificate Install
Deployment of snmp setting initiated
Gisco BNA Center 100,100.100.16 is reachable from device 172.200.200.1
COMPLETED: Deconfiguring old SNMP Trap Server Cenfigurations Settings IP: [100.100.100.16] on the device: 172.200.200.1 X
Cleaned up PKI configurations successfully
completed successfully.
Reachable DNAC 1P:100.100.100.18
COMPLETED: Configuring new SNMP Trap Server Configurations Settings IP: [100.100.100.16] on the device: 172.200.200.1 PKI Configurations pushed successfully
completed successfully
PKCS12 Certificate process completed successfully

. Deployment of dns setting SUCCESS
DNS Configurations pushed successfully .~ This difference view represents the configuration changes performed by all the actions (Provisioning, Telemetry,
Process success on all devices. L etc.) within a 5 minutes window.
. Deployment of natflow satting SUCCESS Show only differences  (_ r conf
No change in setting, 50 no operation was performed
Running Config (1232 Lines) Running Config (1233 Lines)
Collected at: Oct 5, 2023 2:48 PM Collected at: Oct 10, 2023 11:41 PM
. Application telemetry SUCCESS
Configuration of application telemetry is only applicable upon enable/disable applicatian telemetry action, sa no operation was 30 source interface Vlan200 30 source interface Vlan200
performed 51 crypto pki trustpoint adn-network-infra-iwan 31 crypto pki trustpoint sdn-network-infra-iwan
82  enrollment wrl http://100.100.100.16:80/ajbca/publicws 82  enrollment url htep://100.100.100.16:80/a3bca/publicwe
b/apply/scep/sdnscep b/apply/scep/sdnscep
. Install of Swim Gertificate SUCCESS By fqdn wLC E3 *qdn MLC.dr.com
§0  subject-name CN-COED0-40-K9_TTH224105MS_sdn-network-in 84  subject-name CN-C9EDO-40-KS_TTH224105HS_sdn-network-in
Installation of SWIM Certificate initiated successfully
fra-iwan fra-iwan
SWIM Certificate installed successfully | 85 subject-alt-name WLC.dr.com
85 revocation-check orl 36 revocation-check erl
86 source interface Vlanz00 87 source interface ¥lan200
. Doplaymant af WSA cortificate SUCCESS 87 rsakeypair sdn-network-infra-iwan 88 rsakeypair sdn-network-infra-ivan
Cleaning up exiting network-assurance Canfiguration on the device 596 | output-field 7 97 gotput-field 7
997 field cts_rolebased_policy.num_of_sgacl 998 field cts_rolebased_policy.num_of_sgacl
Cleaned up existing network-assurance configuration successfully 998 output-field 8 599 output-field 8
Starting network-assurance Configuration on the device 999 field cts_rolebased_policy.policy_life_time 1000 field cts_rolebased_policy.policy life_time
1000 tput-field 9
ICAP port and Assurance WSA Configuration pushed successfully output-fie
WSA Certificate was pushed successfully Showing Lines 1000 - 1234
| 1 output-riela 9
1 field cts_rolsbased_policy.last_updated_tine 2 field cts_rolebased_policy.last_updated_time
:  specifiad 3 specifiad
. / 3 wireless asa policy default-asa-policy 4 wireless asa policy default-aaa-policy

BRKOPS-2464 © 2024 Cisco and/or its affiliates. All rights reserved. Cisco Public 68



Release 2.3.5.x

Device Checks onwards

Verification Routines using the Network Reasoner

A sequence of network machine reasoning steps related to Assurance for various
configuration/settings related issues in the network and the Catalyst Center.

Step 1. Select Assurance Telemetry Analysis Step 2. Choose one device & click on Troubleshoot
from Tools - Network Reasoner

. Tag Troubleshoot
Assurance Telemetry Analysis

Device Name IP Address Device Type
Perform detailed Assurance telemetry analysis of the C9300-24P-8Stack-93.8.1.1 SwrEhEs 2ne
device. o device_tag_1 93.8.1.1 b

Network Impact: Low
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Release 2.3.5.x

Device Checks e

Verification Routines using the Network Reasoner

v Vv
Check Device ChacL e \/ \/

Controllability status on

manageability Sheckbevice Check device
Controllability status on Thanadeabi
DNAC 2hithld

N v v

Check Device Site Check Collector cache Check Context-cache \/ \/ \/

Check DNAC-CA

Check Device Site Check Context-cache e 5
certificate configuration

v/ v

Check device to Cisco Check DNAC-CA \/

DNA Center reachability certificate configuration \/
Example 1. Sample Example 2. Sample sk i e
Sheck teiemetry iwan certificate

outp ut for a 9800 Output for 3 9300 subscription receiver Gt
W L C \/ \/ Check sdn\gwnrk infra SW itC h \

Check telemetry Check telemetry

% iwan certificate
connection status subscription stats : e v/ N4

configuration
Check telemetry
subscriptions
configured

Check ICAP port Check telemetry
i status

Check ICAP port Check telemetry

receiver \/ \/

Check wireless service
assurance
configurations

Check device to Cisco
DNA Center reachability

Vv o

Check telemetry Check wireless service
subscriptions assurance
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Device Checks

Verification Routines using the Network Reasoner

TDL Collector cache is up-to-date

View Relevant Activities

Context cache is up-to-date

View Relevant Activities

Ping reachability status of Cisco DNA Center from device Success rate is 100 percent (5/5)

View Relevant Activities

The DNAC-CA certificate with serial number AADDDC1F7E4A8DC6524ED6D7D591BIAE35E29A5 is valid.

View Relevant Activities

sh telemetry internal subscription all stats
Telemetry subscription stats:

Subscription ID Connection Info Msgs Sent Msgs Drop Records Sent

cisco L{V&/

Release 2.3.5.x

onwards

(® sdn-network-infra-iwan certificate with serial number 1FD8D390AF030BSE is valid.

View Relevant Activities

@ ICAP port : 32626

View Relevant Activities

@ Telemetry subscription receiver configured correctly.

View Relevant Activities

@ Telemetry Subscriptions present are as follows:

Subscription Id ~ Value

750

/services;serviceName=ios_emul_oper/environment_sensor

1011 Iservices:sarviceName=ewle/wlan eonfia

(@ WSA enabled and configured correctly.

View Relevant Activities

BRKOPS-2464 © 2024 Cisco and/or its affiliates. All rights reserved. Cisco Public 71



Assurance System Flow

Network > Collect & Ingest >

Contextual data

Distributed
Message
Broker
(Kafka)

Collectors

Network
telemetry data

BRKOPS-2464
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Assurance

Cisco DNA Center

Store Settings Pipelines Task Managers

COLLECTOR-SNMP

Namespace: com.cisco.lesseract

Version: 0.7.0

COLLECTOR-IOSXE-DB

Namespace: com.cisco.tesseract

Version: 0.7.0

GRPC-COLLECTOR

Namespace: com.cisco.tesseract

Version: 0.7.0

COLLECTOR-TRAP

Namespace: com.cisco.tesseract

Version: 0.7.0

ciIsco '&./

ollectors

System [ Data Platform

EAWORKER

Namespace: com.cisco.tesseract

Version: 0.9.0

WIRELESSCOLLECTOR

Namespace: com.cisco.tesseract

Version: 0.7.0

NETWORK-POLLER-SERVICE

Namespace: com.cisco.tesseract

Version: 0.7.0

COLLECTOR-NETFLOW

Namespace: com.cisco.tesseract

Version: 0.7.0

System / Data Platform

ecC

DATA-COB

Namespace: com.cisco.dnac.cob

Version: 0.0.1

ROGUE-SERVICE

Namespace: assurance-backend

Version: 0.7.0

COLLECTOR-SYSLOG

Namespace: com.cisco.tesseract

Version: 0.7.0

BRKOPS-2464

<« Status of the Collectors

Click on a Collector to view
the status and configurations
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Assurance System Flow

Store and
Network > Collect & Ingest >> Analyze >> Serve >

Contextual data T e—e

Pipelines
Real-time Analytics Engine
(Apache Flink)

Distributed
Message
Broker
(Kafka)

Collectors

Network
telemetry data Analytics Data Stores
(Redis, Elasticsearch)
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Assurance Pipelines Check

= Cisco DNA Center

Collectors Store Settings

Available Task Slots

12

Pipelines

Task Managers

Total Task Slots 52 | Task Managers 7

System / Data Platform

System [/ Data Platform

Running Jobs

20

Click on a Pipeline to view the metrics,
configurations & any exceptions

Finished 0 | Canceled 0 | Failed 0

% Filter

o

Cisco

Job Name =

deviceprocessor

docwriter

endpoint-analytics

eventwriter

graphwriter

intelligentcapture

.&/

Duration

6m, 18s

22d,

22d,

22d,

22d,

22d,

3h,

3h,

3h,

3h,

3h,

55m,

55m,

55m,

55m,

55m,

9s

9s

9s

9s

Task Manager

169-254-37-88...

169.254.37.232...

169.254.37.230...

169.254.37.88...

169.254.37.232...

169.254.37.88...

Version

2.3.3.584

5.0.110

1.7.702

2.3.3.584

5.0.110

2.3.3.584

Manifest Version

2.0

2.0

2.0

Application

assurance

ndp-platform

endpoint-analytics

assurance

ndp-platform

assurance

BRKOPS-2464

Ty Export

=Q, Find

Status
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Assurance System Flow

Network > Collect & Ingest >> Analyze >> Stg(raervaend >>Visua|ize and Act>

Contextual data T e—e

Pipelines
Real-time Analytics Engine
(Apache Flink)

Distributed
Message
Broker
(Kafka)

Collectors

Network
telemetry data Analytics Data Stores
(Redis, Elasticsearch)
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Assurance - Network Health
Validation Tool - (System = System Health = Tools)

Validation Run Details

Name assurance_test
Description test

Status Warning
Result

~ 4\ ASSURANCE HEALTH

® info A Warning @ critical @ In Progress

Q. Search Table

Validation Status Duration

Assurance NSA webapp health @ nfo 12ms

If there are any devices in
h e any deviees t @ info 155
inventory
Failed or unassigned devices in
e " 9 vicest A warning 12s
inventory
Assurance and related service(s)

1ms
health 0 inio

ciIsco '&/

(1 Export ] Copy

Message

The Assurance NSA web app service is
running normally

Inventory has [9972] devices (switches, hubs,
routers, and wireless controllers)

Unassigned devices: [339]; Devices that could
not connect: [0]; Devices that could not be
provisioned: [436]

Services are running normally

Assurance pipeline(s) health

Processing lags for Assurance and
related pipelines

The memory utilization of
Assurance services

The cpu utilization of Assurance
services

Assurance collectors are receiving
data

Wireless client roaming count per
second does not exceed the
supported limit

Client count does not exceed the
supported limit

Device count does not exceed the
supported limit

Assurance is performing client
health computations

Assurance client and device APls
are running

Assurance is performing device
health computations

BRKOPS-2464

@ info

A Waming

® nfo

® info

@ nfo

@ nfo

® info

A Warning

® info

@ info

@ Info

Release 2.3.5.x

onwards

251 ms

4 ms

1ms

2ms

2ms

0 ms

Pipelines are running normally

Pipelines

["wiredProcessorLag" ," graphwriterLag" ]
have a processing lag of
[0.27045454545454545,95.50319634703197]

Memaory utilization of Assurance services
[" collector-iosxe-db-5d75cf8677-
185r8" ," elasticsearch-5"] exceeds 90%.
Current utilization is : [91.3,100.0]%

The CPU utilization of Assurance services is
normal

All Assurance collectors are receiving data

Wireless client roaming count per second
[187] falls within the supported limit

Current client count [295312] falls within the
supported limit

Current device count [33397] exceeds the
supported limit of [24000]

Assurance is computing client health

Client and device APIs are running

Assurance is computing device health
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Cisco Catalyst Center
Software Upgrades
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Release 2.3.3.x

onwards

Catalyst Center Software Version

Choose your target release version

Installed version: 2.3.3.7-72328

= a0 Yreen: Loningure Ar power promes.
a.b.c.d-e Secops
" . " - Enhance security by automatically remediating rogue access points.
For additional details, please see the Cisco DNA Center 2.3.5.x

major.minor.minor-minor.patch-release o@.a.aj-mz@

**ATTENTION:** The updated version of 2.3.3.7 is available for new
and existing customers. All 2.3.2.1 customers, follow the instructions
in Upgrade from Release 2.3.2.1 w Release 2.3.3.7

a . b . C . d _ e _ H Ff This release offers new features to improve operational efficiency and
enhance the experience of network users, including:
AlOps and Analytics

- ldentify and correlate issues using the new global assurance event

major.minor.minor-minor.patch-release-hotfix dewer
- Get deeper insights into wireless client behavior with Inte
Connectivity Analytics.

From the Release Notes Cancel

Package Release 2.3.3.7 Release 2.3.3.6 Release 2.3.3.5 Release 2.3.3.4 Release 2.3.3.3 Release 2.3.3.1 Release 2.3.3.0
Name

Release Build Version

Release 2.3.3.7-72328- 2.3.3.7-72328-  2.3.3.7.72328 | 2.3.3.7.72323 | 2.3.3.6.70045 2.3.3.5.70134 2.3.3.4.72142 2.3.3.3.72139 2.3.3.1.72077 2.3.3.0.70399
Version HF5 HF4

W / *Release Notes
c I s c o &. BRKOPS-2464 79
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https://www.cisco.com/c/en/us/td/docs/cloud-systems-management/network-automation-and-management/dna-center/2-3-3/release_notes/b_cisco_dna_center_rn_2_3_3.html

Release 2.3.3.x

onwards

Catalyst Center Software Version

Hot fix addresses critical customer issue(s) and is cumulative of all prior
hot fixes of that patch release. Only visible for that patch release.

In 2023, 2.3.3.7 > HF4/HF5, 2.3.5.3 > HF5 & 2.3.5.4 > HF3.

Resolved Bugs

Cisco DNA Center 2.3.5.4-70852-HF3 Hot Fix
vetBUgs in the Cisco DNA Center 2.3.5.4-70852-HF3 hot fix.

% « To obtain the hot fix, go to the Software Management window in the Cisco DNA Center GUI and install the 2.3.5.4-70852-HF3 hot fix. If you don't see it, scroll down
Note and click "Looking for other releases? Click here."

« The 2.3.5.4-70852-HF3 hot fix is visible only if you have 2.3.5.4 installed.

Bug Identifier Headline

CSCwe15923 Under some conditions, a newly installed, autogenerated etcd certificate in Cisco DNA Center does not get activated. When the etcd certificate
does not get activated, the system might become unresponsive and inaccessible through the GUI, ultimately discarding network telemetry and
losing the management capability of Cisco DNA Center.

CSCwe 15923 is resolved in 2.3.5.4. If you upgraded from 2.3.5.3 to 2.3.5.4 before 2023-10-12, install the 2.3.5.4.70852-HF3 hot fix atop 2.3.5.4.

N

CSCwh81546 An internally autogenerated etcd certificate is not activated after upgrade. This problem occurs in the following scenario:
a.  Cisco DNA Center is freshly installed using 2.3.5.3, or is upgraded to 2.3.5.3.

b.  The etcd certificate renews, but is not activated (etcd keeps using the old certificate).
c. Cisco DNA Center is upgraded to 2.3.5.4.
d After the upgrade, the old certificate is still used. The system is expected to experience an outage when the certificate expires.
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Choosing a Target Release REIGase2 83X
The New Way - Simplified

2. The latest available option

1. The current version (by default) 3. Software Update is now

Software Management

= Cisco DNA Center System / Software Management

Installed Verdion: 2.3.3.7-72328

Release 2.3.5 4-70852 is available 4. Click here to choose a different release t
The latest Cisco DNA Center release includes new use cases to increase IT N download (InCIUdIng IateSt patCh release)

team agility and provide a consistent end user experience. Some of the key L ((‘Tlr')\; —
highlights include: | T ‘
AlOps and Analytics

- Speed up troubleshooting with the client DNS service dashboard.

Currently Installed Applications

NetOps // p \ g

- Go green! Configure AP power profiles. ."/ . J ‘

SecOps I |

- Enhance security by automatically remediating rogue access points. . v j." . '| /
Enr additinnal Aataile mlaacs can tha Cinas DRMA Dantar 9 2 B v Dalaacs \\ ol i -

Looking for other releasesp Click here

@ New applications are available to downloadl] View available downloads ; 5- CIiCk here to Choose neW applications
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ChOOSing a Target Release Release 2.3.x.x
The New Way - Multiple Options

Looking for other releases?| Click here

onwards

Pop-up window

Choose your target release version Choose your target release version

Installed version: 2.3.3.7-72328 Installed version: 2.3.3.7-72328
= Qo green: vonnygure Ar power romes.
O Release 2.3.5.4-70852 “™*°7 w053 R
- Enhance security by automatically remediating rogue access points.
The latest Cisco DNA Center release includes new use cases to increase For additional details, please see the Cisco DNA Center 2.3.5.x Release
IT team agility and provide a consistent end user experience. Some of
the key highlights include: O Release 2.3.3.7-72328-HF4
AlOps and Analytics

- Speed up troubleshooting with the client DNS service dashboard. ) ) .
**ATTENTION: %% The updated version of 2.3.3.7 is available for new and

NetOps
. existing customers. All 2.3.2.1 customers, follow the instructions in
- Go green! Configure AP power profiles.
Upgrade from Release 2.3.2.1 to Release 2.3.3.7
SecOps b : ) o
- Enhance security by automatically remediating rogue access points. This release offers new features to improve operational efficiency and
For additional details, please see the Cisco DNA Center 2.3.5.x Release enhance the experience of network users, including:
AlOps and Analytics
- Identify and correlate issues using the new global assurance event
O Release 2.3.5.3-70194 _ v < ¢
viewer.

) ‘ . - Get deeper insights into wireless client behavior with Intel Connectivity
The latest Cisco DNA Center release includes new use cases to increase

Analytics.

IT tanm anilitiu and nrmiidda & cnneictant and aar Avaariancs Qrme Af
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The Upgrade Process
The New Way - Reduced to 2 Compulsory + 1 Optional Steg

Step 1. Click ‘Download Now’
to download the System &
Application packages

Installed Version: 2.3.3.7-72328 Currently Installed Applications

Release 2.3.5.4-70852 is available

The latest Cisco DNA Center release includes new use cases to increase IT
team agility and provide a consistent end user experience. Some of the key
highlights include:

AlOps and Analytics

- Speed up troubleshooting with the client DNS service dashboard.

NetOps

- Go green! Configure AP power profiles.

SecOps

- Enhance security by automatically remediating rogue access points.

Car ndditinnnl Aataile nlanens can tha Cinas DA Cantar 2 2 B v Dalaaca

) ()

System and Applications packages
downloaded in the same step

cisco L{V&/

onwards

Preparing 2.3.5.4-70852 for download

[ (©) Download Prechecks Completed Successfully ]

Completed Checks: External connectivity, certificate validation, proxy
validation, and disk space.

Cancel Download

BRKOPS-2464
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The Upgrade Process B
The New Way - Reduced to 2 Compulsory + 1 Optional Steg

System and Applications packages downloaded in the same step

P inbo | B Lonc | B Mail |l Onel | @ Soft | X Logi | A view DX ¢ x [l Labl | X Loal Cisc on-t |t visu | [ wee | 3 swi | b Shar | @ uch | @ inver | X Loal | @b Shar | @ CLIV Cisc | dp Rah. | @ RR-C | + v

« @ & NotSecure | hutps:/10.105.192.136/dna S E d o »0O@

B3 stks &% GQCSONE % QCDETS [0 DNACHybrid-0.. [E3 BOB E SDA WM American Authors.. [ES] Kash 6} LDSG [3 PCOS B3 Pl B3 Ciscolndia [ NewSites [ Misc B Pythonlibs B3 ACI &% Nicolas Leiva's Bl » | [ Other Baokmarks
= Cisco DNA Center System / Software Management Q@ @® O

sapiure 2.1.560.60835 11.27 MB

notolled Verolon: 2.3.3.4-72142  Gurrantly Inatallad Asplicetior mmoading release 2.3.4.0-70523 applications . e ey e .

Release 2.3.4.0-70523 is available V|S_|b|||ty into the packages
I 2.1.560.60835 200.96 MB —. .:5\. belng downloaded and

- . e overall downloaded percent

Downloading release 2.3.4.0-70523 . Downloaded (27/45) More details e o e — ° Th e CiSCO Cata |ySt Ce nte r iS
PROGRAMMABILITY AND INTEGRATIONS ) not |OC ked during thiS Step

2.1,560.210319 179.57 MB

s
. Cisco DNA Center Platform 1.9.1.78 2.05GB —
Click here to see the packages
) o
being downloaded e —
nd na 18525 59.60 MB — 75%
23417 181.12 MB — 75%
SYSTEM
- :
1.7 a N/A

You have installed all optional applica

When new applications are Al
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The Upgrade Process

The New Way - Reduced to 2 Compulsory + 1 Optional St

Step 1. Click ‘Download Now’
to download the System &
Application packages

= Cisco DNA Center

Currently Installed Applications

Release 2.3.3.4-72142 is available

#xATTENTION:** All 2.3.2.1 customers, follow the instructions in Upgrade
from Release 2.3.2.1 to Release 2.3.3.4

This release offers new features to improve operational efficiency and
enhance the experience of network users, including:

AlOps and Analytics

- Identify and correlate issues using the new global assurance event
viewer.

- Get deeper insights into wireless client behavior with Intel Connectivity
Analytics.

- View client location in 3D maps for improved visibility troubleshooting.

System and Applications packages
downloaded in the same step

cisco L{V&/

Release 2.3.x.x
onwards

Step 2. Click ‘Install Now’ to install the

System & Application packages

= Cisco DNA Center

Currently Installed Applications

Release 2.3.3.4-72142 is available

**kATTENTION:**x All 2.3.2.1 customers, follow the instructions in Upgrade
from Release 2.3.2.1 to Release 2.3.3.4

This release offers new features to improve operational efficiency and
enhance the experience of network users, including:

AlOps and Analytics

- Identify and correlate issues using the new global assurance event
viewer.

- Get deeper insights into wireless client behavior with Intel Connectivity
Analytics.

- View client location in 3D maps for improved visibility troubleshooting.

Read More Install now ®

System and Applications packages
installed in the same step

BRKOPS-2464

Preparing 2.3.3.4-72142 for installation

@ Running Install Prechecks

We are running installation prechecks to validate your current system and the
updates you have downloaded. If the prechecks are successful, we will install
your system software and corresponding application updates, and restart
your system.

Cancel
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The Upgrade PFOCeSS Release 2.3.x.x

onwards

The New Way - Reduced to 2 Compulsory + 1 Optional Steg

System and Applications packages installed in the same step

= Cisco DNA Center System / Software Management

Installed Version: 2.3.4.0-70523 Currently Installed Applications

Release 2.3.6.0-70096 is available X
o Available installations
We are pleased to announce the availability of Cisco DNA Center

2.3.6.0.70096. Installed version: 2.3.4.0-70523

We are pleased to announce the availability of Cisco DNA Center
2.3.5.0.70517.

There are earlier releases downloaded on your system.JAvailable installations

Looking for other releases? Click here

Click to see previously
downloaded releases
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The Upgrade Process

The New Way - Reduced to 2 Compulsory + 1 Optional Steg

Step 1. Click ‘Download Now’
to download the System &
Application packages

= Cisco DNA Center

Currently Installed Applications

Release 2.3.3.4-72142 is available

#*ATTENTION:** All 2.3.2.1 customers, follow the instructions in Upgrade
from Release 2.3.2.1 to Release 2.3.3.4

This release offers new features to improve operational efficiency and
enhance the experience of network users, including:

AlOps and Analytics

- Identify and correlate issues using the new global assurance event
viewer.

- Get deeper insights into wireless client behavior with Intel Connectivity
Analytics.

- View client location in 3D maps for improved visibility troubleshooting.

e (D )

System and Applications packages
downloaded in the same step

cisco L{V&/

Step 2. Click ‘Install Now’ to
install the System & Application
packages

= Cisco DNA Center

Currently Installed Applications

Release 2.3.3.4-72142 is available

$*kATTENTION: %k All 2.3.2.1 customers, follow the instructions in Upgrade
from Release 2.3.2.1 to Release 2.3.3.4

This release offers new features to improve operational efficiency and
enhance the experience of network users, including:

AlOps and Analytics

- Identify and correlate issues using the new global assurance event
viewer.

- Get deeper insights into wireless client behavior with Intel Connectivity
Analytics.

- View client location in 3D maps for improved visibility troubleshooting.

System and Applications
packages installed in the same
step

BRKOPS-2464

Release 2.3.x.x
onwards

Step 3 (optional). Install
Optional Application
packages

Available applications for 2.3.4.0-70523

The software packages below are available to install. During installation, we automatically

Belect All

check for dependencies and install them as well.

%0 Disaster Recovery

Provides active-passive disaster recovery for Cisco DNA
Center

View Details

Optional packages for the installed
release at the bottom of the page
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Software Upgrade Process Enhancements

Changes

2.2.x and below

Introduced in 2.3.x

Choosing a Target
Release

» Either the latest patch release or the next *  Multiple options

available release

* Easy to understand single drop down

2. Click ‘Download All’ to download the
Applications packages

3. Click ‘Update All’ to upgrade the
Applications packages

« Can be confusing window
Upgrade Process 3 Steps 2 Steps
(compulsory steps) 1. Click ‘Update’ to upgrade the System 1. Click ‘Download’ to download all packages
packages (System + Applications)

2. Click ‘Install’ to install all packages (System
+ Applications)

Prechecks

No Prechecks part of Workflow

Prechecks added as part of workflow
(prior to step 1 & 2)

Maintenance Mode
(Ul is not accessible
in this mode)

Recommended not to use the Cisco Catalyst Recommended not to use the Cisco Catalyst

Center from Step 1
(Maintenance mode from Step 1)

Center from Step 2
(Maintenance mode from Step 2)

cisco L{V&/
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The Upgrade Process Al

« Monitoring and Troubleshooting Ccisco

Cisco DNA Center

- Monitoring the upgrade
process via Ul

- Ul Is locked —~—

. Chrome browser Maintenance Mode
recommended Checking system update status......

26% complete

\ Phase: Updating the host components /

When the upgrade is complete, you will be redirected to Cisco DNA Center.
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Its Monday mornings

and you are still

stuck In
maintenance mOd




The Upgrade Process

Monitoring and Troubleshooting System Upgrade

Monitoring the System Upgrade progress

1 . SyStem Upgrade $ maglev system update progress |< New commands from 2.3.x

INSTALLED VERSION CURRENTLY PROCESSED VERSION URRENT PHASE
UPDATE PROGRESS PERCENT CURRENT PHASE DETAILS

1.7.774 1.7.774 successful
100 The system has betn successfully updated

$ maglev system update progress --legacy
maglev system_upcdater update_into <«—— Command prior to 2.3.x

System update status:
Version successfully installed : 1.7.774

2. Applications Upgrade

Updater State:

Currently processed version : NONE

State : IDLE

Sub-State : NONE

Details : The system has been successfully updated
Source : system-updater

Abort pending : False

*These commands can show tracebacks during the upgrade process, this is normal. Try again later.
asco Lo/
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The Upgrade Process

Monitoring and Troubleshooting System Upgrade

Step 1. Maintenance mode, System update hooks downloading and
1. System Upgrade installation (0-1%)

$ maglev system updater update_info
System update status:
Version successfully installed : 1.6.424

a. Preparation (0% to 31%)

b. Upgrade (320/0 to 94%) Version currently processed : 1.6.594
Update phase : Installing System updater pre update
hooks
C. POSt Upgrade (950/0 to 100%) Update details : Deploying hooks for pre system update
Progress : 1% )
2. Applications Upgrade Updater State:
Currently processed version : 1.6.594
State : HANDLE PREINIT HOOKS
Sub-State : DOWNLOADED HOOKS
Details : Deploying hooks for pre system update
Source : system-updater
Abort pending : False
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The Upgrade Process

Monitoring and Troubleshooting System Upgrade

Step 2. Download & upgrade of Services catalogserver, systemupdater
1. System Upgrade (2% - 6%)

$ maglev catalog system update_package display

a. Preparation (0% to 31%)

maglev-1 [main - https://kong-frontend.maglev-system.svc.cluster.local:443]

b. Upgrade (32% to 94%) NAME VERSION  REQUIRES_PULL STATE MESSAGE
catalogserver 1.6.718 False READY Successfully pulled
o) o)
C. POSt Upgrade (95 % to 100 /0) main-system-package 1.6.718 False READY Successfully pulled
system-updater 1.6.718 False READY Successfully pulled )
2. AppllcatIOﬂS Upgrade $ maglev catalog system update package display
maglev-1 [main - https://kong-frontend.maglev-system.svc.cluster.local:443]
Typically, connectivity issues seen,
. NAME VERSTION REQUIRES PULL STATE MESSAGE
required FQDNs, ports blocked for a ______ .- T
node or all nodes,proxy'setUngs e catalogserver 1.6.718 False PARTIAL Error response
from daemon: Get https://registry.ciscoconnectdna.com/vl/ ping: x509:
Logs certificate signed by unknown authority
° magctl service logs -r system-updater main-system-package 1.6.718 False PARTIAL Needs to be
«  magctl service logs -r catalogserver downloaded
system-updater 1.6.718 False PARTIAL Needs to be

w / downloaded
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The Upgrade Process

Monitoring and Troubleshooting System Upgrade

1. System Upgrade

a. Preparation (0% to 31%)

b. Upgrade (32% to 94%)

c. Post Upgrade (95% to 100%)

2. Applications Upgrade

Typically,  connectivity  issues  seen,
required FQDNSs, ports blocked for a node
or all nodes, proxy settings ...

Logs

Step 2. Download & upgrade of Services catalogserver, systemupdater

(2% - 6%)
$ maglev system updater update_info
System update status:
Version successfully installed : 1.6.424

Version currently processed : 1.6.594
Update phase : failed
Update details : ERROR: Downloading update package

catalogserver:1.6.718 failed (Downloading systemUpdatePackage
catalogserver:1.6.718 failed)
Progress 2%

Updater State:

* magctl service logs -r system-updater
* magctl service logs -r catalogserver

C|scc>[14Ké¢/

Currently processed version : 1.6.594

State : FATLED

Sub-State : DOWNLOADED CATALOG

Details : Downloading systemUpdatePackage
catalogserver:1.6.718 failed

Source : system-updater

Abort pending : False
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The Upgrade Process

Monitoring and Troubleshooting System Upgrade
Step 3. Download packages to the Nodes (7% - 30%)

1 : SyStem Upgrade $ maglev system updater update_info
System update status:
a. Preparation (Oo/o to 3']%) Version successfully installed : 1.6.424
Version currently processed : 1.6.594
Update phase : Downloading the host update packages
o) o)
b. Upgrade (32/0 to 94 /0) Update details : Copying the host packages to all the
nodes
c. Post Upgrade (95% to 100%) Progress 2 7%
.
Updater State:
; ; Currently processed version : 1.6.594
2' Apphcatlons Upgrade State : DOWNLOADING UPDATES
Sub-State : INSTALLED SYSTEMUPDATER
Details : Downloading the host components
Source : system-updater
Abort pending : False
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The Upgrade Process

Monitoring and Troubleshooting System Upgrade
Step 4. Applications are shut down (31%)

1 : SyStem Upgrade $ maglev system updater update_info
System update status:
a. Preparation (O% 10 3’]0/0) Version successfully installed : 1.6.424
Version currently processed : 1.6.594
Update phase : Disabling the applications
b. Upgrade (320/0 to 94%) Update details : Disabling user I:zll;plications
Progress : 31%

c. Post Upgrade (95% to 100%)

Updater State:

Currently processed version : 1.6.594
; ; State : DOWNLOADING UPDATES
2' Appllcatlons Upgrade Sub-State : DOWNLOADED MAIN PACKAGE
Details : Disabling user applications
Source : system-updater
Abort pending : False

Most upgrade related field issues are seen till this point
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The Upgrade Process

Monitoring and Troubleshooting System Upgrade

Broken down into multiple sub phases

1. System Upgrade
Yy P9 . Quick check of the system

a. Preparation (0% to 31%) memory requirements in ‘/* and ’data’, NTP service, old file clean-ups,
system setting changes... (upgrade can fail at this stage if requirements
b. Upgrade (32% to 94o/o> are not met)

c. Post Upgrade(95% to 100%) - Upgrade Linux Kernel, Docker & Kubernetes

o - Upgrade Maglev Server & its Services (Kong, Rabbitmq, Glusterfs,
2. Applications Upgrade Mongodb, Cassandra...)

. Certificates refresh

. Check Cluster health

* Nodes are upgraded one at a time in a cluster
* Multiple checks and balances in place
« Restart is usually after Linux Kernel upgrade and after Kubernetes upgrade (if required)
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The Upgrade Process

Monitoring and Troubleshooting System Upgrade

1. System Upgrade

a. Preparation (0% to 31%)

b. Upgrade (32% to 94%)

c. Post Upgrade (95% to 100%)

2. Applications Upgrade

Logs

Upgrading the Nodes one by one

$ maglev system updater update_info
System update status:
Version successfully installed :
Version currently processed
Update phase
Update details
Progress

Updater State:
Currently processed version
State
Sub-State
Details
Source
Abort pending

* magctl service logs -r system-updater
* sudo journalctl -u maglev-node-updater

cisco L{{@/

BRKOPS-2464

1.6.424

: 1.6.594

: failed

: Updating node 10.10.10.10 failed
: 34%

: 1.6.594

: FATLED

: INSTALLED HOST COMPONENTS

: Updating node 10.10.10.10 failed
: system-updater

: False
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The Upgrade Process

Monitoring and Troubleshooting System Upgrade

System upgrade completed

1 : SyStem Upgrade $ maglev system updater update_info
System update status:
a. Preparation (O% 10 3’]0/0) Version successfully installed : 1.6.594
Updater State:
o) o)

b. Upgrade (32 o to 94 /0) Currently processed version : 1.6.594
State : INSTALLING UPDATES

c. Post Upgrade (95% to 100%) Sub-State : COMPLETED
Details : The system has been successfully updated
Source : system-updater
Abort pending : False

2. Applications Upgrade
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The Upgrade Process

Monitoring and Troubleshooting System Upgrade

1. System Upgrade

2. Applications Upgrade

cisco L{V&/

Monitoring Services involved in the System upgrade

magctl service logs -r maglevserver )
magctl service logs -r system-updater Node AgnOStIC

magctl service logs -r workflow-worker

sudo journalctl -u maglev-node-updater } Node SpeCiﬂC

sudo journalctl -u maglev-hook-installer

* Use flags -rf for live logs or -r to dump all the logs on screen/file

Monitoring Services involved in the Applications upgrade
magctl service logs -r maglevserver .
magctl service logs -r workflow-worker Node AgﬂOStIC

magctl service status [service name]

* Use flags -rf for live logs or -r to dump all the logs on screen/file
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The Upgrade Process (Prerequisites)

- Healthy Backup - Google Chrome Recommended

» Healthy Hardware « Contact TAC for resolution of
errors/warnings from AURA,

- Open required ports on the Firewall Validation Tool or Upgrade failures

« Prechecks: « Contact Customer Success for

upgrade assistance

« 1.2.8 t0 2.3.3.x > AURA from every
node OR - Choose the target release and the
. 2.3.5.x > Validation Tool upgrade path (N-2 supported)
(validated by the tools and part of upgrade » Network device compatibility (SDA)

prechecks - NTP synced, DNS resolution, Valid
internal Certificates, Catalogserver settings,
Memory requirements, Proxy settings, Known
software bugs that have a signature ...)

*There is no option to switch back to an earlier release once the upgrade has started

- Upgrade Guide on Cisco.com
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https://www.cisco.com/c/en/us/td/docs/cloud-systems-management/network-automation-and-management/dna-center/hardening_guide/b_dnac_security_best_practices_guide.html#id_90444
https://www.cisco.com/c/en/us/support/docs/cloud-systems-management/dna-center/215840-cisco-dna-center-aura-audit-and-upgrad.html#anc7
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Cisco Catalyst Center
Troubleshooting Tools &
Other Services
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About

Collecting Logs for Troubleshooting o :

AP| Reference

- Remote Support Authorization using RADKit ——

Contact Support

Allows a Cisco Support TAC engineer to securely, temporarily, interactively Remote Support Authorization
and remotely access the Cisco Catalyst Center. Ton

. Keyboard Shortcuts 8+ /
- GAIin 235X

Make a Wish

- Securely - Cisco SDL process approved, data encrypted & outbound -
connection only.

« Temporarily - Customer builds the credentials and authorizes the
support engineer for a fixed time slot.

« Interactively - TAC engineer can connect to the Ul or CLI, collect logs,
run commands and performing quick troubleshooting using scripts.

« Remotely - Useful for remotely troubleshooting the Cisco Catalyst
Center and / or the networking devices with all activities tracked on the  For more details reach
Cisco Catalyst Center. out to us at the RADKIt
Community Page
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https://www.cisco.com/c/dam/en_us/about/doing_business/trust-center/docs/cisco-secure-development-lifecycle.pdf

About

Collecting Logs for Troubleshooting o :

API Reference

- Remote Support Authorization using RADKit

Contact Support

Customer View is Ul based and authorizes a Cisco TAC Engineer in
2 steps via the Remote Support Authorization Dashboard.

Remote Support Authorization

Help
Keyboard Shortcuts 8+ /
Step 1. Provide password for RADKit Make & Wish
= Cisco DNA Center clients to access the Cisco Catalyst G
Center Done! Authorization is created. .
SUMMARY Click the Copy icon to copy the following information. Provide it to
1 1 0 your Cisco specialist. All activity during the remote session will be
Total Authorizations ~ Current Authorizations  Past Authorizations recorded, logs will be available in the Activity page.
Create New Authorization Current Authorizations Past Authorizations Manage SSH Credentials

rrahul@cisco.com is scheduled to sign in to your Cisco
DNA Center on 01 Nov 2022, 5:15 pm for 24 hours using

fuyc-mnhq-m8os [as the Support ID.

I

Step 2. Schedule access for 24
hours (default) for a specific Cisco

For more details reach out
2 Step 3. Share the support ID with the TAC to us at the RADKIt
email id. engineer. Community Page
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About

Collecting Logs for Troubleshooting -«
- Remote Support Authorization using RADKit

Developer Resources

TAC engineer view is via RADKit client. Able to run python scripts Contact Support
interactively to multiple devices simultaneously. Remote Support Authorizaion

>>> client = sso login("rrahul@Rcisco.com") el

>>> - Keyboard Shortcuts ®+/
>>> service = client.service ("fuyc-mnhg-m8os") Make a Wish

07:23:38.197Z INFO | internal | Connecting to forwarder [uri='wss://prod.radkit-cloud.cisco.com/forwarder-
1/websocket/"'] -
07:23:39.040Z INFO | internal | Connection to forwarder successful [uri='wss://prod.radkit-
cloud.cisco.com/forwarder-1/websocket/"']

>>>

>>> #service.inventory # to view the entire inventory

>>>

>>> fservice.inventory|['maglevl'].exec("1ls -1") # to execute command

>>>

>>> service.inventory|['border-1'].interactive()
08:05:41.928Z INFO | starting interactive session (will be closed when detached)
Attaching to border-1

Type: ~. to detach. ~? for other shortcuts. When using nested SSH sessions, add an extra ~ per level of
nesting. _
border-1# For more details reach out to us

at the RADKit Community Page
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Collecting Logs for Troubleshooting
- RCA from CLI

Generating RCA Commands to delete, copy & view RCAs
Single command in all releases : ) .
$ rca ——help
$ rca Help:

2 3 X & above rca — root cause analysis collection utilities

LR Usage: rca [COMMAND] [ARGS]...

. Commands:
[sudo] passworq el el U clear — clear RCA files
copy — copy rca files to specified location
exec — collect RCA
view — restricted filesystem view

Repeat on all nodes of a cluster

22 x &below  Linux commands (scp, vim, rm ...)
RCAs stored in folder /data/rca/
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Collecting Logs for Troubleshooting
- Logs from CLI for any Service

$ magctl service logs --help

Commonly used

Usage: magctl service logs [OPTIONS] SERVICE magctl service logs -r <service name>
magctl service logs -rf <service name>
Connects to Elastic Search and pulls logs magctl service logs -rt 10 <service name>
Options:
-0, —--output [Jjson] Print log records in json
-m, --mins TEXT How many minutes in the past to search for logs
-r, —--raw View raw log files
-c, --container TEXT Show logs for this container
-t, --timezone TEXT View logs in selected timezone ie America/Los Angeles,
Asia/Calcutta
-f, --follow Follow logs when using --raw
-p, --previous Show logs from previous running instance of service
(if available)
-t, --tail INTEGER lines of recent log file to display. Defaults to -1,
showing all log lines
-a, —-—appstack TEXT AppStack on which to perform the operation
--help Show this message and exit.

* Works with Magshell
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Collecting Audit Logs for
Troubleshooting
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Activities / Audit Logs

Collecting Logs for Troubleshooting

- Audit Logs

Audit logs captures all critical events/activities on the Cisco Catalyst Center

Filter
Time Description Category Severity  User
v Today 10 of 10

Sep 21, 2022 10:02 PM (IST) The request to run read-only commands in devices [23.0.0.1] was received INFO Info admin
Sep 21, 2022 10:02 PM (IST) The request to run read-only commands in devices [23.0.0.1] was received INFO Info admin
Sep 21, 2022 10:02 PM (IST) The request to sync selected devices [23.0.0.1] was received INFO Info admin
Sep 21, 2022 10:00 PM (IST) LOGIN_USER_EVENT: 'admin’ logged in successfully. INFO Info admin
Sep 21, 2022 08:45 PM (IST) LOGOFF_USER_EVENT: 'admin' logged off successfully. INFO Info admin
Sep 21, 2022 06:34 PM (IST) LOGIN_USER_EVENT: 'admin’ logged in successfully. INFO Info admin

*1,000,000 notifications are maintained (regardless of type) and are stored for one year.
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Activities / Audit Logs

Collecting Logs for Troubleshooting

- Audit Logs

5 Filters available on the top left corner

° Date By Date v Sep 22, 2021 10:03 PM - Sep 21, 2022 10:03 PM ¢
« Message Severity .. -
b User Id v Severity (3) I
° Log |d (O Critical Issue e 3
« Description e
O Info
« Userld
Log Id
Description

Cancel

CISCO M‘/ BRKOPS-2464

Option on the top right
corner to export logs to a
syslog server

Syslog Server(s): &
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Monitoring Service
Statistics
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Grafana DaShboa rdS System / System 360
- Appstack Level Dashboard (default)

88 General / Appstack <3 e @ Olstihor ~ Q@ 9 Cluster Tools

As of Oct 20, 2022 5:08 PM

namespsce | maglev-system v nodename  All v
Appstack Level Monitoring Dashboard
: : . : - Monitoring 4
Cluster Cluster Total CPU CPU Requests % CPU Limits % Mem Requests % Mem Limits % Desired Deployme... Available Deploym... Unavailable Deplo... Service Re
All
672 6.65% 19.27«  4.27% 12.924 28 28 Available P “eolmamE =
Appstack cPu Memory Network Disk
' CPU Usage millicores A % Limits L Memory Usage ! %of Requests s N/w Tx ! Disk 10 - Writes i Disk Write OPS ¥ %of Capaury

A Aan ,,\.M_,_A,__}

15.0K £ ; ) 138.6GiB m 21.7 wess 739.81 Me/s 55.59 °W] 21.522%

' Requests 4 Limit ¥ %Requests % Requests ' Limit ) % of Limit i N/wRx % Disk 0 - Reads g Disk Read I0PS Usage
45.75«k 132.61« f...) 103.70cs  314.01¢cs (. 24.0 vs/s 177.73 s N/A 557.7 s
) | |
‘ Appstack CPU Usage / maglev-system

2K max avg current v

N, glusterfs-hostagent 6p6ls 13K 7580 13K
150K \ N A
< \ L ™\ \ - mongodd-0 15K 11K 12K
| - glusterfs-brick-2 18K 8705 10K
% = telegraf-daemonset-kvdvl 10K 2540 993.0
500 telegraf-daemonset77ffs 10K 3273 9910
glusterfs-brick-1 18K 8716 9240
o
0935 0940 0945 09:50 0955 1000 1005 1010 1015 1020 1025 1030 = ROt depioy ik D4dods 7977087, (0K 2880 9160
Appstack Memory Usage / maglev-system

“oGe max avg curent v
== mongodb-1 11.7Gi8 11.6GB 11.5Gi8
53168 = - e & —_ 5 = mongodb-2 11868 116GB  114GB

— ——— = — e
== mongodb-0 12068 11168  M.aGE
- influxdb1 998GI8 924GI8  9.40GI8
466GiB

- — - _ e — influxdb0 949Gi8 890Gi8  883GiB
= elasticsearch-2 841G 83268 838G
— elasticsearch-1 842Gi8 834Gi8 83268

0935 09:40 0945 09:50 09:55 10.00 1005 10:10 1015 1020 1025 1030
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Grafana Dashboards et | Syetem 360

- Monitoring Service level Memory and CPU requirements (Live,
Cluster Tools
As of Oct 20, 2022 5:08 PM

General / Pods ¢ W B @ Olstihor ~ @
AppStack  fusion - Sewvice  spic-emdinventorymanager-service -  Pod All  Comainer Al  Node Allv  PodEvents @ \ Monitoring |—_;7‘
Desired Replicas Available Replicas ' Service Uptime ' System Uptime ' JVM Heap Usage : Total Service Restarts : Service HTTP Rea/sec ‘ Service i
1 1 5.0y 3.1 week ot 0 N/A N/j essselamer =
i pod CPU Limit " AvgPodCPUUsage '  Pod Mem Limit ¥ Avg Pod Mem Usa... ¥ Mem Usage as % .. b Network Rx ! Disk 10 - Writes L Disk Write IOPS. ¥ Total Disk Usage as % of Capaclty  * Free Dl
40« 67.2 8.4c 6.2c8 (. 1437 N/A N/A N/A N/
* Sve CPU Limit ! AvgSveCPUUsage ' Sve Mem Limit ¥ Avg Sve Mem Usa.. ! cPUUsageas%o. ' NetworkTx ' Disk 10 - Reads ' Disk Read 10PS ‘ Total Disk Usage ' Total Disk Size
“40. | 67.2 | e | o2 ISRV (VA

Individual CPU Usage: fusion apic-em-inventory-manager-service All j

min max  avg current
= Usage - apic ¥ 0 5711 bl4-nd)) % N5 672 "

4K
- Requests - apic-em-inventory manager-service 57(B468bI4-n9s 50 50 50 50
s 3K
£ ! — Limit - apic-e ory-manager-service 57846814 n9)vs 4K 4K 4K 4K
EED
E
1%
0
0320 0925 09:30 0935 09:40 00:45 00:50 09:55 10:00 10:08 100 1018
Individual Memory Usage: fusion api y-manags
smes max avg  cument
— Usage - apic-em-inventory manager-service-5718468b14-n9)vs 62508 625618 625G
74568 — Working Set - apic ¥ ger service 5718468014 ) 612GI8 611G 612G8
— Request - apic-em-inventory-manager-servioe-5718468b14-n9)vs S1ZMB S1ZMIB 512 M8
L - Limit- api \ag " 781G 781GE 78168
arace
1.86 GiB
LT

Cisco L‘V&~ BRKOPS-2464 © 2024 Cisco and/or its affiliates. All rights reserved. Cisco Public 113



Grafana Dashboards System | Systom 360
- Monitoring JVM Metrics per Service (Live)

Cluster Tools
As of Oct 20, 2022 5:08 PM

88 General / JVM Metrics W+ B ® O Last: o
- = : . Monitoring 4

AppStack  fusion v Java Service  apic-em-inventory-manager-service v Pod Name = All v PodEvents @

Log Explorer E

JVM Memory Used : apic-em-i y service - (All)

559 GiB

4,66 GIB w= Heap Memory Used 226 ... . __ e e
$79.0iB C — Tk b kol ALt Bl ‘:wri —— ! ”fl | 4‘,‘“!{1\' “ wl“ﬂm ’wk - NonHeapMemoryUsed 612MIB 619MiB 616 MiB 619 MiB
2.79GiB 'I;‘.‘);"E-'VU,‘,W UH 4"‘?“1‘,/?‘1.".' ,l“‘bf“uwll‘ﬂlﬁﬂ* H"\N'M"‘lxwlmﬂ-{‘ r*.}“‘fﬂlhl VJ“N{ U‘i‘”‘p’f "“'wfl"mk'h “"“H'Il & i‘"ﬂ"‘.ﬂhr{mwm” ‘mlﬂf 'llr‘-u"l‘h"J‘l"\”»’J \HL "‘HWWIIW{T J“M VY J J'US ‘P [ A — HeapMemoryMaxLimit  5GIB  5GIB  5GB  5GiB

1.86 GiB

e

954 MiB

0B
11/0512:00 11/0516:00 11/05 20:00 11/06 00:00 11/06 04:00 11/06 08:00 11/06 12:00 11/06 16:00 11/06 20:00 11/07 00:00 11/07 04:00 11/07 08:00

Threads states: apic-em: y service - (All)
500 max avg current
400 . A o A o : - . A e - - o - — - == Total 425 416 419
« blocked 0 0 0
300
% « daemon 102 93 94
5 200 AP MM SAAMAMAMAMAMAMAM NI A A AMAAMAMAA- A A M AMAAAANAIA AMAMAVLAAAM. A A AANWAY - A fHRay 1 " A e ey 0 0 0
P s W W Yo v VN " " w
100 - New 0 0 0
—_ 48 44 45
0
11/0512:00 11/0516:00 11/05 20:00 11/06 00:00 11/06 04:00 11/06 08:00 11/06 12:00 11/06 16:00 11/06 20:00 11/07 00:00 11/07 04:00 11/07 08:00 == terminated 0 0 0

*Most Services are Java based
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Troubleshooting Services - Cheat sheet

RCA
CLI ” (bundle of pre-defined logs &
i commands)
Grafana ~ Monitoring Collecting. , ‘magctl service logs -r .<service name>’
Dashboards  KPIs Logs (capture logs for a service)
_____, ‘magctl service logs -rf <service name>

Interactive (view Live logs for a service)
(TAC Engineer only)
Remote Support Authorization

(RADKIT Standalone)
J — System Analyzer
Remote l lLooaI (mini RCA generator)
Remote Support CLI Kibana
Authorization (RADKit)  ‘magctl service -help* (Log Explorer)

cisco L{{/&/
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Cisco Learning and Certifications

From technology training and team development to Cisco certifications and learning
plans, let us help you empower your business and career. www.cisco.com/go/certs

T Learn

oo

=2 Train

Pay for Learning with
Cisco Learning Credits

2= Certify

o)

(@]
@ O, @ >
Cisco U. Cisco Training Bootcamps Cisco Certifications and

IT learning hub that guides teams
and learners toward their goals

Cisco Digital Learning
Subscription-based product, technology,
and certification training

Cisco Modeling Labs
Network simulation platform for design,
testing, and troubleshooting

Cisco Learning Network
Resource community portal for
certifications and learning

cisco L{{/&/

Intensive team & individual automation
and technology training programs

Cisco Learning Partner Program

Authorized training partners supporting
Cisco technology and career certifications

Cisco Instructor-led and
Virtual Instructor-led training

Accelerated curriculum of product,
technology, and certification courses

BRKOPS-2464

Specialist Certifications
Award-winning certification
program empowers students
and IT Professionals to advance
their technical careers

Cisco Guided Study Groups
180-day certification prep program
with learning and support

Cisco Continuing
Education Program

Recertification training options
for Cisco certified individuals
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