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What is the struggle?
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When implementing application classification

- Traffic prioritization
- Transport selection

➢ We do not understand why traffic is misclassified 

➢ If traffic is clasified properly, why is it misforwarded, not prioritized, or 
dropped?   

- Application visibility
- Application Firewall
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Questions? 
Use the Webex app to chat with the speaker 
after the session

Find this session in the Cisco Events mobile app

Click “Join the Discussion”

Install the Webex app or go directly to the Webex space

Enter messages/questions in the Webex space

How

Webex spaces will be moderated 
by the speaker until February 28, 2025.
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Webex App
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• Application Recognition 

On what basis are applications 
recognized? 

Cisco SAIE

• NBAR Flow Processing

✓ What is the tricky part? 

• SD-AVC Integration and Order 
of precedence 

✓ What is the tricky part? 

• Cisco SDWAN Manager role

• Key Takeaways 
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Agenda
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Application 
recognition
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SDWAN Application Intelligence Engine
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Pre-NBAR

Standard Port based 

NBAR
Version 1

100s of Apps
DPI, Signatures, Custom Apps

NBAR
Version 2

~1500 Apps
~150 Encrypted Apps

DPI, Signatures, Custom Apps
Heuristic, Statistical+Behaviorial

SD-AVC SD-AVC

Cloud Service
Network Level 

Analytics
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Network based 
application recognition

Software Defined 
Application Visibility 

and Control 
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Examines and analyses the data payload in the packet and identifies application layer

protocols by matching them against an Application Signature.

BRKENT-2336 7

What does NBAR2 DPI do? 

Deep Packet Inspection

WAN Edge Router

App 1

App 2

App X

What is an Application Signature?

The specific traffic characteristics of a 
network application
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What is a Protocol-Pack?

A collection of application signatures 
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Example for output with protocol 
Pack updated through CLI:

(config)#ip nbar protocol-pack 
bootflash:<path>/<filename>

Default nbar version and protocol
pack in ios-xe version 17.9.5a

BRKENT-2336 9

Verifying Protocol-pack version 
Protocol-pack file naming convention,
pp-adv-<platform-type>-<OS>-<engine-id>-<protocol-pack-version>.pack
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NBAR Flow processing
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First Packet Match

BRKENT-2336 11

We call FPM the capability of recognising and application flow 
successfully from the very first packet or First in Flow (FIF) packet. 

App 1

1234

App 2
1234

Classification 
State: Final

➢ Classification: Unknown 

1234

App 3

➢ Classification State: Not finalNo FPM
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Path1: 10ms, 0% loss

Path2: 200ms, 3% loss

Path3: 140ms, 1% loss

Path 2

Router_Site1 Router_Site2 

Internet

MPLS

4G LTE

App 1

What is the tricky part? 

BRKENT-2336 12

Flow Stickiness (default)

App 1 and App 2 path must have 
latency <150ms and loss <2%

FPM dependant use cases:
- Transport selection (Forwarding)
- Application Firewall  

App 2

1234

1234

All traffic in the flow will 
follow the same path as 

the first packet

Flow Stickiness Disabled 
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NBAR2 Flow Processing - High Level View 

CACHE TABLE

FLOW TABLE

Cache entry found (FAST PATH)

SLOW PATH 

Classification 
results are 
cache
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- Classifies the flow based on NBAR2 
packet processing - Heavy duty work 

- Potential classification on the first packet 
(FIF). If not, process more packets.

- Programs the Fast Path with classification 
results

BRKENT-2336 14

NBAR2 Classification – Slow Path

Classify from:

• Pattern matching

• Multi-packet

When engines get to a result 
=> Cache Result 

2

Classify from:

• Machine Learning

• Behavioral

• Cross Flow

When engines get to a result 
=> Cache Result 

3
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- Optimized forwarding path in router

- Programmed from the slow path

- Completely bypasses NBAR2 processing

BRKENT-2336 15

NBAR2 Classification – Fast Path
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DNS traffic analysis

To classify flows on the first packet, NBAR learns the information from 
dns requests that come before the actual flow.

For this to happen few basic conditions should be met:

1. Dns packets must be "seen" by router.

2. Domain-name must match NBAR relevant application.

NBAR will cache the IP address + matching classification in dns-
learning-table so when the actual flow is opened it will be classified 
on the first packet.

BRKENT-2336 16

SSL handshake analysis – certificate, 
Server Name Indicator (SNI, RFC 6066)

NBAR2 Encrypted Traffic Classification

Machine learning/Statistical classification and 
Heuristics based classification.
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DNS Cache ( Learnt from DNS request and response) 

# show ip nbar classification dns learning cache <# of entries>

BRKENT-2336 17

FIF classification and NBAR caches

Socket Cache (1-7 packets approx to finalize) 

# show ip nbar classification socket-cache <# of entries>
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We leverage Packet-trace (Fia-trace) captures to sniff into the packet’s data-path and confirm FIF 
and FPM functionality:

If device does not see the DNS query and response, 

Path Trace
Feature: IPV4(Input)

Input       : GigabitEthernet3
Output      : <unknown>
Source      : 172.16.8.2
Destination : 208.80.154.224
Protocol    : 6 (TCP)
SrcPort : 54464
DstPort : 443
...

TCP  << flags
Source Port         : 54464
Destination Port    : 443
Sequence Number     : 0x3a43a3f9
ACK Number          : 0x00000000
TCP flags           : 0xa002   (SYN packet)
…

Feature: NBAR
Packet number in flow: 1
Classification state: Not final
Classification name: unknown
Classification ID: 1 [CANA-L7:1]
Candidate classification sources:
N/A

TCP
Source Port         : 54464
Destination Port    : 443
Sequence Number     : 0x3a43a3fa
ACK Number          : 0x9b5930ac
TCP flags           : 0x8018
…

Feature: NBAR
Packet number in flow: 4
Classification state: Final
Classification name: wikipedia
Classification ID: 1547 [CANA-L7:608]
Candidate classification sources:
N/A

...

BRKENT-2336 18

FIF classification and DNS-Cache
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No DNS cache entry is created 

Socket cache entry is created after final classification

BRKENT-2336 19

FIF classification and DNS-Cache (Part 2)
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What if device sees the DNS query and response? 

Path Trace
Feature: IPV4(Input)

Input       : GigabitEthernet3
Output      : <unknown>
Source      : 172.16.8.2
Destination : 208.80.154.224
Protocol    : 6 (TCP)

SrcPort : 54464
DstPort : 443
...

Feature: NBAR
Packet number in flow: 1
Classification state: Not final
Classification name: wikipedia
Classification ID: 1547 [CANA-L7:608]
Candidate classification sources:
L3-Cache: wikipedia [1547]

...
TCP flags           : 0xa002 >>> (SYN packet)

BRKENT-2336 20

FIF classification and DNS-Cache (Part 3)
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Socket cache and DNS cache can be cleared using the commands below. 

# Clear ip nbar classification socket-cache

# Clear ip nbar classification dns learning cache

By default, flow stickiness is enabled on the SDWAN devices. This means that failing to classify the flow on the
first packet will result on FPM-fail and flows, expected to match a policy sequence based on application list,
may ended hitting a different sequence and pinned to and undesired path. Flow stickiness can be disabled with
command below.

Device(config)# policy

Device(config-policy)# flow-stickiness disable

Flow Stickiness

BRKENT-2336 21

Clearing NBAR caches
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SD-AVC Integration and Order 
of precedence 



-

© 2025  Cisco and/or its affiliates. All rights reserved.   Cisco PublicBRKENT-2336 23

NBAR Cannot Handle Asymmetric Flows

br0

branch

br1

br2

hubMPLS

mc

rtr
DNS

Webex

Webex

PathPolicy:  

Webex =>  

MPLS

NBAR2
Classify first flow upstream as  

Webex (based on Certificate)

Webex

NBAR2
Classifyfirst flow

as Webex (based

on Certificate)

CorporateServers

176.70.168.183

NBAR2
Can’t classify flow in the  

downstream (no certificate)

Theproblem:

Webexdownstream

Is routed via Internet due to bad

classification
internet

MPLS

INET
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Umbrella/CASI
O365

A centralised approach to the application recognition capabilities.
Previously isolated routers running NBAR2 will be now acting
sensors and consumers of application classification data in our
sdwan overlay.

• Network-level application recognition consistent across the 
network

• Improved application recognition in symmetric and 
asymmetric routing environments

• Improved FPM (First packet match)

• External SaaS application feeds from vendors if Cloud 
connector is enabled (Microsoft, Webex, etc.)

• Allow to define Custom Applications

BRKENT-2336 24

Classification Benefits of SD-AVC

SD-AVC Controller 

Infoblox
DNS

Custom
Apps

NBAR2 
Agents
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SD-AVC controller runs as a container on the SD-WAN 
Manager starting in version 18.4 with a few architectural 
changes through recent versions.

SD-AVC defines Sensors and Consumers in the network 
data plane

• Sensors are network devices (with NBAR2) that 
produce classification information and export it to the 
SD-AVC network service.

• Consumers are network devices that consume 
classification information from the SD-AVC network 
service

A network device can be a sensor, a consumer or both.

Cloud Intelligence or SD-AVC as a Service

BRKENT-2336 25

SD-AVC elements

Cloud Connector

Cloud Intelligence / SD-AVC aaS

Application Feeds

SD-AVC Controller

SDWAN Manager

SDWAN Manager Cluster

SD-AVC Gateways

Branch Edges

Sensors & 
consumers 

Consumers import:

Secondary protocol-pack

Rules-pack

Sensors Export:
Classification cache

Compiles: 

Secondary 
protocol-pack

Rules-pack
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Asymmetric Fixed Webex example - with SD-AVC

br0

branch

br1

br2

hub

mc

rtr
DNS

Webex

PathPolicy:  

Webex =>  

MPLS

NBAR2

ClassifyWebex

Webex

SD-

AVC

WebexDownstream  

Is routed via MPLS

NBAR2

Classify  first flow upstream

as Webex (based on Certificate)

NBAR2
Classify first

flow

as Webex

(based on

Certificate)

CorporateServers

176.70.168.183

MPLS

INET
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• Sensors with NBAR2, classify traffic & cache results in the form of Application Rules. 

• Application Rule is defined as a L3 or Socket cache mapping to App-ID

Application Rule Example:

both cache types are exported to SDWAN manager SD-AVC container for behavioural learning and 
circulated across all devices in overlay

# sh avc sd-service info import[export] dump[l3-cache|socket-cache]

# (config-t)# service internal

# sh ip nbar classification cache sync import[export]  last[format table]

BRKENT-2336 27

How does SD-AVC work? 
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Socket-cache Exported Application Rules

Prerequisites:

✓ Payload Engine Family or Advance Engine Family reaching final classification
✓ Cache entry most by ”valid” and not being blacklisted or in learning phase.

Example of L3 cache exported entry Example of socket-cache exported entry

If “rating” = 0 
Cache entry is 
not exported
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L3 and L4 Imported Application Rules
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Order of Precedence Flowchart
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FIF Packet 

Classification 
state: Final

Candidate classification 
(Not final)

Payload Engine 
Family

NBAR DNS 
cache?

NBAR 
socket 
cache?

Imported 
socket 
cache?

Imported L3 
cache?

No

No

No

No

Yes

Yes

Yes

Yes

Feature: NBAR
Packet number in flow: 1
Classification state: Not final
Classification name: proxy-server
Classification ID: 1080 [CANA-L7:1080]
Candidate classification sources:
SDAVC-L3-L4: proxy-server [1080]
L3-Cache: proxy-server [1080]

Unknown

Advance Engine 
Family

Primary 
protocol-pack?

Secondary 
protocol-pack?

Application 
classified?

Payload Engine 
Family

No

No

No

Yes

Yes

Yes

Feature: NBAR
Packet number in flow: 4
Classification state: Final
Classification name: citrix
Classification ID: 56 [CANA-L7:56]
Candidate classification sources:
N/A
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Custom applications defined in SDWAN Manager
are compiled by SD-AVC on the Secondary
Protocol Pack.

Match logic

• Between all L3/L4 attributes >> logical AND. 

• Between L3/L4 and FQDN >> logical OR

FQDN defined Custom App and Server hosting
multiple services.

BRKENT-2336 31

Custom Applications
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What is the tricky part? 

BRKENT-2336 32

Flows can be classified differently in different
network nodes due to,

➢ Protocol-pack or Rules-Pack version mismatch

➢ DNS cache entries pointing to different application
ID

➢ IOS version (older releases may not support
custom applications)

➢ others

Cache poisoning can causa erratic 
classification across the SDWAN overlay!

SD-AVC Controller 

Compiles:

Rules-pack

Import: 

Poisoned 
Rules-pack

App 1
Site1 Other_sites

Incorrect Classification 
result: App X

Exports: 

Poisonous 
cache entry

Other sites may start 
misclassifying App 1 
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1. Determine which device is poisoning the cache

• Check local nbar cache on potential suspects (only local nbar cache entries are exported)

• Check loaded Primary Protocol-pack version 

• Check SD-AVC connectivity and active Secondary protocol-pack and Rules-pack version

• Maintain unified IOS versioning 

• Enable vertical debugging to track the source of the cache entry (requires TAC intervention)  

2. Disconnect SD-AVC (no app-visibility config) or address the misclassification on culprit router

3. Wait for entry on SD-AVC cache to expired and disappear (may take up to 4 days) or flush SD-
AVC cache (requires TAC intervention)

Enhancement: ability to clear cache of all devices centrally from vmanage.

BRKENT-2336 33

What to do if cache is poisoned?
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Checking Primary Protocol-pack

From 20.14/17.14, Application Catalog is enhanced to simplify tasks related to NBAR Protocol Pack upgrade

BRKENT-2336 34
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Checking SDAVC connectivity

BRKENT-2336 35
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Check SDAVC Export/Import

Misclassification due to SD-AVC imported 
cache could also be caused by outdated 

Rules-pack
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Initially we need generate an authentication token by login using SD-AVC credentials (TAC intervention required)

vmanage_20_9_4:~# curl --insecure -X POST -d 'username=sdavc' -d 'password=password' https://localhost:10502/avc-sd-
service/external-api/login 

vManage_20_12:~# curl -k -X POST -H "Content-Type: application/json" https://localhost:10502/avc-sd-service/gw/api/login -u 
sdavc:password

Response will be in the format {"token":"Bearer <token>”}. Then we can use the response token to issue API call 
below to clear SDAVC controller cache by disabling and reenabling behavioural learning. 

curl -k -X POST -H "Content-Type: application/json" -H "Authorization:Bearer <token>" "https://localhost:10502/avc-sd-service/external-
api/devices-config?segment=ALL-SEGMENT" -d '{"segment": "ALL-SEGMENT" , "devices": [{"deviceName" :null, "deivceIp" :null, 
"isBehavioralLearningEnabled": false}]}’

curl -k -X POST -H "Content-Type: application/json" -H "Authorization:Bearer <token>" "https://localhost:10502/avc-sd-service/external-
api/devices-config?segment=ALL-SEGMENT" -d '{"segment": "ALL-SEGMENT" , "devices": [{"deviceName" :null, "deivceIp" :null, 
"isBehavioralLearningEnabled": true}]}’

BRKENT-2336 37

Useful SD-AVC API calls
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To enable vertical debugging, we can use API below specifying the filter that will be use for the debugging. The 
Date will be in “epoch” format 

vmanage:~# curl -k -X POST https://localhost:10502/avc-sd-service/api/verticalDebug \
-d '{"name": "findzoom", "appname": "zoom-meetings", "date": 1724896345446, "enabled": true, "ip":"", "port":"", 

"mac":"", "topics": ["socketcache", "13_rules", "asymmetric_sockets", "rules_in_db"], "segment": "", "vrf":"", "total" :0}’ \
-H "Content-Type: application/json" \
-H "Authorization: Bearer <token>" {"success":true,"message":"Vertical debug was added successfully"}

To find and the delete the rule number that was created

vmanage:~# curl -k -X GET https://localhost:10502/avc-sd-service/api/verticalDebug/status?action=detail -H "Content-Type: 
application/json" -H "Authorization: Bearer <token>" 

vmanage:~#curl -v -k -X DELETE https://localhost:10502/avc-sd-service/api/verticalDebug/7 -H "Content-Type: application/json" -H 
"Authorization: Bearer <token>" 

The debugs can be found in vmanage admin-tech under directory “/var/log/nms/containers/sdavc/vertical_debug.log”

BRKENT-2336 38

Useful SD-AVC API calls (part 2)
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The logs contained in the directories below are mostly useful to understand everyday actions of SD-AVC controller. If 
an admin-tech is created, the logs in this directory will appear in it. 

“/var/log/sdavc-proxy/” 
“/var/log/nms/containers/sdavc”

Files “sdavc_application.log” and “vertical_debug.log” can be leveraged to see SD-AVC controller communication 
with dispatcher, http/udp interaction to trigger cache import/export or the applications added to the manager 
behavioral/Dynamic learning cache table.

Note: for vertical debug logs to be printed vertical 
debugging must be enabled via API calls. 

BRKENT-2336 39

SDWAN Manager SD-AVC Logs
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The logs contained in the directories below are mostly useful to understand everyday actions of SD-AVC controller. If 
an admin-tech is created, the logs in this directory will appear in it. 

“/var/log/sdavc-proxy/” 
“/var/log/nms/containers/sdavc”

Files “sdavc_application.log” and “vertical_debug.log” can be leveraged to see SD-AVC controller communication 
with dispatcher, http/udp interaction to trigger cache import/export or the applications added to the manager 
behavioral/Dynamic learning cache table.

BRKENT-2336 40

SDWAN Manager SD-AVC Logs
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The logs contained in the directories below are mostly useful to understand everyday actions of SD-AVC controller. If 
an admin-tech is created, the logs in this directory will appear in it. 

“/var/log/sdavc-proxy/” 
“/var/log/nms/containers/sdavc”

Files “sdavc_application.log” and “vertical_debug.log” can be leveraged to see SD-AVC controller communication 
with dispatcher, http/udp interaction to trigger cache import/export or the applications added to the manager 
behavioral/Dynamic learning cache table.
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SDWAN Manager SD-AVC Logs
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The logs contained in the directories below are mostly useful to understand everyday actions of SD-AVC controller. If 
an admin-tech is created, the logs in this directory will appear in it. 

“/var/log/sdavc-proxy/” 
“/var/log/nms/containers/sdavc”

Files “sdavc_application.log” and “vertical_debug.log” can be leveraged to see SD-AVC controller communication 
with dispatcher, http/udp interaction to trigger cache import/export or the applications added to the manager 
behavioral/Dynamic learning cache table.

Note: for vertical debug logs to be printed vertical 
debugging must be enabled via API calls. 

BRKENT-2336 42

SDWAN Manager SD-AVC Logs



-

Cisco SDWAN Manager role
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Additionally, App-visibility must be enabled on the 
edge devices either through localized policy or CLI

(config)# policy
(config-policy)# app-visibility

BRKENT-2336 44

Enabling SDAVC in SDWAN Manager
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SDAVC SDWAN Manager Architecture (20.9 and before) 

• SD-AVC service running on one or multiple SDWAN Manager nodes
• Dispatcher is the proxy service running on every Manager node
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Verifying SDAVC status (20.9 and before) 

BRKENT-2336 46



-

© 2025  Cisco and/or its affiliates. All rights reserved.   Cisco PublicBRKENT-2336 47

SDAVC SDWAN Manager Architecture (starting in 20.10) 

• SD-AVC service running on a single SDWAN manager
• Dispatcher is replaced with SD-AVC Gateway running as a container in every Manager node
• Gateway communicates with the local SD-AVC service instace



-

© 2025  Cisco and/or its affiliates. All rights reserved.   Cisco Public

20.10/17.10 SD-AVC SaaS

Only the SD-AVC Gateway container 
running in SDWAN Manager nodes 

BRKENT-2336 48

SD-AVC controller now running as a 
cloud service
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Verifying SDAVC status (starting in 20.10)

BRKENT-2336 49

“false” if SD-AVC aaS enabled
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Key Takeaways
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• Applications signatures are compiled into Protocol-packs and leveraged by NBAR2 for flows 
classification.

• Protocol Packs updates comes with each IOS-XE SD-WAN image, but latest updated versions can 
be loaded to NBAR2 any time. 

• NBAR2 classification result can change as long as classification result is still “candidate” and “not 
final” classification has been accomplished.

• DNS enhances FIF classification, but NBAR2 agent must see the DNS request and response and 
the subsequent application flow to generate a DNS learning cache entry. 

• Enabling SD-AVC is key to get better classification outcomes. 

• When SD-AVC is enabled with cloud connectivity FPM (based in IP) is enhanced significantly due 
to the application vendor automatic feeds.

• Some features using application classification are FPM dependent. 

• Watchout for cache poisoning 

• Starting on 20.14 it is possible to clear SDAVC controller cache in SDWAN Manager through CLI 
(commands present in the Annex slides).

BRKENT-2336 51

Key Takeaways
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• For Flow table outputs such as: 

# show sdwan app-fwd cflowd flows format table 
# show sdwan app-fwd dpi flows table

application name field value can change over time based on Classification state Final/No-final.

• For FPM dependent features we need to focus on FIF packet classification result (Final classification is not a 
correct point of reference in these scenarios). 

• To understand the flow behavior, we can inspect the datapath processing for FIF and subsequent packets using 
packet-trace feature (example below).

# debug platform condition ipv4 access-list <access-list-name> both 
# debug platform packet-trace copy packet both l2
# debug platform packet-trace packet 1024 fia-trace 
# debug platform condition (start|stop) 
# show platform packet-trace (summary|statistics|packet #(all) decode)

• Always keep present the order of precedence between NBAR and SD-AVC application rules (cache) and protocol 
packs.

BRKENT-2336 52

Troubleshooting Tips
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Annex
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Valid for version 20.12 for sdavc on-prem 
For 20.12 with cloud connector enabled, only 
container sdavc-gw is enabled.
For 20.9 and below only container is SDAVC

BRKENT-2336 54

SDWAN Manager SDAVC Containers
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The SDAVC container is first spun up by the container-manager service which is a wrapper service for docker 
process.

2021-07-19 17:10:11,403 [INFO] ::: Activating container(sdavc_container), enable(True)
2021-07-19 17:10:16,524 [INFO] ::: loading docker image /opt/data/extra-
packages/20.5.1/containers/sdavc_container/sdavc_docker_img_4.1.0_20201119_220858.tar
2021-07-19 17:10:16,569 [INFO] ::: Post status to 
https://10.0.2.26:8443/dataservice/sdavc/task/sdavc_activate_10.0.2.26_ba2efe6f-fffd-49ae-8eea-b1d876e4309f, response(b’’) 
2021-07-19 17:10:38,279 [INFO] ::: Container Activation sdavc_container Successful

The first request post start of the SDAVC service is the loadbalance request which is initiated by SDAVC dispatcher 
service to SDAVC main service to check if there are any other members on the cluster running the SDAVC, if yes, 
how to load balance between the SDAVC members and which is the elected leader out of all members. The request 
is covered in the vmanage-server.log.

vManage:/var/log/nms$ cat vmanage-server.log | grep "SdavcManager\|loadToBalance" 

BRKENT-2336 55

SDWAN Manager SD-AVC Logs



-

© 2025  Cisco and/or its affiliates. All rights reserved.   Cisco Public

Once validated, the new rule pack will be stored in directory below.

vManage-1:/opt/data/containers/sdavc-proxy/ftp$ ls -al
total 16
drwxrwxrwx 2 root    root    4096 Sep 29 02:30 .
drwxr-xr-x 5 root    root    4096 Jul 23 09:40 ..
-rw-rw-r-- 1 vmanage vmanage 647 Sep 29 02:04 pp_update_Viptela-POC-Tool-19827_a_v2_07634d6523d2.pack
-rw-rw-r-- 1 vmanage vmanage 647 Sep 29 02:19 pp_update_Viptela-POC-Tool-19827_a_v2_90d52faaaee4.pack
vManage-1:/opt/data/containers/sdavc-proxy/ftp$

Log file recording SDAVC Agent interaction with Proxy/Dispatcher service in manager SDAVC controller, HTTP requests from cEdges, will 

be /opt/data/containers/sdavc-proxy/log/sdavc-proxy.log.

We can also confirm in which SDWAN Manager the SD-AVC is installed on, and which sensor/consumers are being load 
balanced to each instance on /opt/data/containers/sdavc-proxy/config/load_balance.json.
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SDAVC configuration, metadata, Protocol Pack, Rules Pack among other necessary files are stored in the NBAR 
Agent’ Bootflash.

CSRSD-WAN-1#more bootflash:sdavc/?
bootflash:sdavc/PPDK_Viptela-POC-Tool-_abab33f10862c3ac6517296865fadb.pack
bootflash:sdavc/container_application
bootflash:sdavc/import_file_meta.json
bootflash:sdavc/pp_update_Viptela-POC-Tool-19827_a_v2_b3c1e325328a.pack
bootflash:sdavc/pp_update_pp_minor_taxonomy_b72edc9e6ed2e42.json
bootflash:sdavc/sdavc_config.json

sdavc_config.json
import_file_meta.json
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If custom-app is defined, secondary protocol pack is installed in all the devices.

When new protocol pack with custom application is received, a trigger is issued to resolve custom application 
references in policy and program application list again.

If a custom application is not used in a policy but it is present in the Protocol Pack, it is used for visibility only 
and not for traffic classification. Conversely, when a custom application is used in a policy, an activation 
message is sent to NBAR which enables the custom app for visibility and traffic classification.
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Verifying QFP programming of SDAVC imported cache entries

CSRSD-WAN-2#show platform hardware qfp active feature nbar function sui_dp_cache_sync_dump_db p 100000 | inc Luis|IP,
Type,IP,VRF,TCP/UDP,Port,Protocol id,Protocol name,Black listed,Has no sockets,Alternative priority,Visibility protocol id,Visibility protocol 
name,o365/category,o365/category priority,o365/service-area,o365/service-area priority, sdavc/endpoint-ip-location,sdavc/endpoint-ip-location 
priority,category id: value id
CIDR_IPV4_SOCKET,192.168.1.2/32,1,TCP,5201,3115,Luis2,FALSE,FALSE,n/a,0,n/a,n/a:n/a
CIDR_IPV4_SOCKET_IGNORE_VRF,192.168.1.2/32,n/a,TCP,5201,3115,Luis2,FALSE,FALSE,n/a,0,n/a,n/a:n/a

CSRSD-WAN-2#show platform hardware qfp active feature nbar function sui_dump_graph_tunables_db p 1 4096 | i Luis|ID, 
ID, Name, Is active, Extraction, Aging, Priority, Visiblity only, Low id
3115, Luis2, TRUE, FALSE, 0, 11, No, 0
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Edge devices

# show ip nbar protocol-id | i <app>   <<  To show if an application is present in HW
# show platform hardware qfp active feature nbar function sui_dump_graph_tunables_db p 1 4096  <<  To verify if application 
is only for visibility
# show ip nbar protocol-pack active || # show avc sd-service info summary  <<  To show active protocol pack
# test platform hardware qfp active infrastructure cft datapath function cft-debug-kill-all-flows <<  To clear all the flows on the 
device 
# show ip nbar classification dns learning cache <number of cache entries> 
# show ip nbar classification socket-cache <number of cache entries>
# show ip nbar classification cache statistics
# sh avc sd-service info import[export] dump[l3-cache|socket-cache]
# (config-t)# service internal
# show ip nbar classification cache sync export format table
# show ip nbar classification cache sync import last
# show platform software common-classification f0 object all << To verify application programming in software (f0)

# show logging process sdavc_proxy internal start last 180 minutes   >> For device’s communication with dispatched/GW
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SDWAN Manager

# request nms-container sdavc[sdavc-gw] start/stop/status
# request nms sdavc[sdavc-gw] diagnostics
# request nms container-manager restart/start/status/stop
# request nms container-manager diagnostics

Serviceability – Clear Cache (Bad IP removal) was introduced as part of 20.14 version serviceability enhancements
to address cache poisoning leading to incorrect classification of traffic.

To request SDAVC to clear cache for given IP or Subnet on all devices on SD-WAN Manager

# clear support sdavc cache <IP ADDRESS> [port <PORT>] [protocol <PROTOCOL>] [vrf <VRF ID>]

Show status of all Clear cache done on the network

# show support sdavc status cache [clear-index <clear-index>]

Show detailed status of all Clear cache done on the network

# show support sdavc status cache details [clear-index <clear-index>]
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Acronyms and 
Terminology

• SAIE - SD-WAN Application Intelligence Engine

• DPI – Deep Packet inspection 

• NBAR – Network based application recognition

• NBAR Agent

• Protocol Pack

• Application Rules Pack

• FIF – First in Flow

• FPM – First Packet Match

• Flow stickiness

• SD-AVC – Software Defined Application Visibility 
and Control

• Behavioral Based Classification
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Term Description

Application Name Application name in a human reading form

Application ID
Unique Application Identifier mapped to 
Application Name and used in exports

Flow
A session. Identified by 5 tuple (src IP, src Port, 

dst IP, dst port, vrf)

Socket
Identified by 3 tuple (dst IP, dst Port, vrf). 

Usually a server

L3-cache Maps dst IP to a fqdn

FIF First packet in the Flow

Bypass No processing, just quick forwarding

DPI Flow Table
Table used to store flow information (incl. 

classification result)

Nbar cache Used to classify subsequent flows

Classification 
Terminology
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Participants who fill out a minimum of 4 session 
surveys and the overall event survey will get a 
unique Cisco Live t-shirt.

(from 11:30 on Thursday, while supplies last)

All surveys can be taken in the Cisco Events 
mobile app or by logging in to the Session Catalog 
and clicking the ‘Participant Dashboard’

Fill Out Your Session Surveys

Content Catalog
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Continue 
your education

• Visit the Cisco Showcase 
for related demos

• Book your one-on-one
Meet the Engineer meeting

• Attend the interactive education 
with DevNet, Capture the Flag, 
and Walk-in Labs

• Visit the On-Demand Library 
for more sessions at 
ciscolive.com/on-demand. 
Sessions from this event will be 
available from March 3.

Contact me at: luisdmar@cisco.com
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