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Why Model Driven
Telemetry
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Why MDT? Monitoring and Telemetry Progression

CLI Polling Telemetry
I
‘ I I I

Show SNMP syslog SNMP NETFLOW Model Driven Telemetry
commands MIBS Traps

= NETCONF Dial-In

Not (I’ea”y) model based — gRPC Dial-Out

= gNMI Dial-In

SNMP Polling

) | Everything defined in YANG
NMP Traps Model Driven

Ieienaty Consistent Encoding
No retransmits TCP and HTTP2 transport

automate responses

Reliable Transport

High cost to CPU Flexible encoding options

Low securitv.
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Why Model Driven Telemetry
Scaling your Telemetry deployment for hundreds sites/devices

DNS Servers
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ertificate
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Site 3 N=: collectors.cisco.com
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Site 5

CollectorN+1

Site 6
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Why Model Driven Telemetry
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Why Model Driven Telemetry

Customer’s Journey toward Streaming Telemetry
NorthStar for Alarming, Monitoring, Automation:
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Why Model Driven Telemetry
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Introduction to MDT
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IOS XE API Operations
RESTCONF

gNMI (Dial-Out
17.11)

GET

NETCONF

gRPC

GET

<edit-config>
(operation=“create”)

POST SET

<edit-config>
(operation=“replace”)

POST, PATCH | SET = update

<edit-config>
(operation=“delete”

<establish-subscription>
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DELETE SET = <null>

SUBSCRIBE YANG push




IOS XE API Operations

YANG push
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Model Driven Telemetry Overview

gNMI gRPC
Dial-in/Dial-out Dial-out

Network Management Interface Remote Procedure Call

Network management protocol
Manage configuration and view
operational data of network devices
Developed by Google

Modeled using YANG

|OS XE telemetry + programmability

low-latency, scalable
HTTP/2 transport
|IOS XE dial-out telemetry
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gRPC Concept

Applications Monitoring, Visualization Alerts, Automations, Integrations

Storage Databases, DataSets, Searches, Queries

Collectors Connections, Aggregations, Normalizations, Injections

//Sé mlng lem — ;
N discs’ Meraki

*Meraki Portfolio

o o )

i Fris i e T " .
g Wireless LAN Controllers A§~1:andalone Edge / g
Border, Backbone, Switches SDWAN Routers Campus Network
Aggregation, peering Switches
Routers
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Yang and XPath Concept

Applications
Storage Tree Data Structure
1 | s Hoot Mode
Collectors AL
= (2 [a)
. ) -’-.-___.J ..-_I_ "'\-\.\1‘ ) - \ i
Streaming Telemetry ) &) (& 7
Tunnel TCP/TLS/mTLS ra "l\‘ i al
a ' i
g 9 L L ee— | paf Node

Example of Wireless Definition with XPath Subscriptions for:
»Roaming/s Success/Failures
»Client stats
»WLC Health State
» AP Health State
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Model Driven Telemetry Publication Types

On-Change Periodic

w
t t t t t t t t t t t t t t

Config example periodic or on-change \yc1.9840(config)ttelemetry ietf subscription 145
wlc1.9840(config-mdt-subs)tupdate-policy ?
on-change Enable on-change updates
periodic Enable periodic updates
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IOS XE Model Driven Telemetry

HERE T SEees MEEE e

NETCONF/RESTCONF DiaI—Intl GRPC Dial-Out/Configured @ @ @/
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MDT Connection
State Flow
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gRPC Dial-Out: High Availability Design Considerations

Connecting Flow state

Disconnected Resolving Transport requested Subchannel requested Connecting Connected
Cisco gRPC Collectors Cisco gRPC Collectors
FQDN: collectors.cisco.com FQDN: collectors.cisco.com ‘ ‘
e . ll = l — FQDN IP DNS ll ; l N
g ’“ FQSDe’I\leI(qur:\IS . s w Selection Repeat the
70 XPath Subs wil Q 0 134.10.10.1,.2, 3, .4 U ARIA o o2 g o Cycle
establish connection with

the IP resolved via DNS

Disconnecting Flow state

—

—)

Connected Disconnecting Subchannel released Disconnected

« Thereis a 15 second delay between Disconnecting and Connecting flow states.
* Flow states are per subscription: each individual subscription follows these workflows
« Asingle IP is resolved for each FQDN based DNS subscription.
» If FQDN resolves to multiple IP only 1 will be used for the connection.
+  When multiple subscriptions/XPaths goes to the same FQDN with multiple IP, there will be connections built to each
IP provided by DNS.
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gRPC Dial-Out: High Availability Design Considerations

Connecting Flow state

Disconnected Resolving Transport requested Subchannel requested Connecting Connected
Cisco gRPC Collectors Cisco gRPC Collectors
FQDN: collectors.cisco.com FQDN: collectors.cisco.com ‘ ‘
e ons  BEEE Y s EREE N
Fraria— IS - N Selection Repeat the
70 XPath Subs will O 134.10.10.1, .2, .3, .4 10 XPath Subs have connection 134.10.10.1, .2, .3, .4 Cyc|e
establish connection with Q established with collector .4 Collector .4 goes down
the IP resolved via DNS or went out of Service

Disconnecting Flow state

m) )

Connected Disconnecting Subchannel released Disconnected

« Thereis a 15 second delay between Disconnecting and Connecting flow states.
* Flow states are per subscription: each individual subscription follows these workflows
« Asingle IP is resolved for each FQDN based DNS subscription.
» If FQDN resolves to multiple IP only 1 will be used for the connection.
+  When multiple subscriptions/xpaths goes to the same FQDN with multiple IP, there will be connections built to each
IP provided by DNS.
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gRPC Dial-Out: High Availability Design Considerations

Connecting Flow state

Disconnected Resolving Transport requested Subchannel requested Connecting Connected
Cisco gRPC Collectors Cisco gRPC Collectors
FQDN: collectors.cisco.com FQDN: collectors.cisco.com
T S— ll - l Bri— =W-i'--'omo%%w&r%%call = l Nt
R Rl e e 4 Selection Repeat the
- — - 10 XPath Subs on Collector .4 134.10.10.1, .2, .3, .4
70_XPath Sub§ will . Q 0 UERolleb bl o edo & will go down and disconnect CyCIe
establish COnneCt!On with flow state will trigger and then Collector .4 goes down
the IP resolved via DNS Connecting Flow State will start or went out of Service

Disconnecting Flow state

m) )

Connected Disconnecting Subchannel released Disconnected

« Thereis a 15 second delay between Disconnecting and Connecting flow states.
* Flow states are per subscription: each individual subscription follows these workflows
« Asingle IP is resolved for each FQDN based DNS subscription.
» If FQDN resolves to multiple IP only 1 will be used for the connection.
+  When multiple subscriptions/xpaths goes to the same FQDN with multiple IP, there will be connections built to each
IP provided by DNS.
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gRPC Dial-Out: High Availability Design Considerations

Connecting Flow state

Disconnected Resolving Transport requested Subchannel requested Connecting Connected
Cisco gRPC Collectors Cisco gRPC Collectors
FQDN: collectors.cisco.com FQDN: collectors.cisco.com
Fommr=nn P e ll = l T — '-'omo%%%%%call = l N’
- . FQDN IP DNS - e P i
WHMI”E'-H S : , Selection Repeat the
. 0 134.10.10.1, .2, .3, .4 10 XPath Subs will follow the 134.10.10.1, .2, .3, .4 C Cle
70.XPath Subs_ will ] Q disconnecting/connecting flow procedure Callsier £ mitslhin rEmet @ y
establish connection with to resolve the FQDN and connect again Q but th. b 9 ill try ist ¢
the IP resolved via DNS with the collectors available i oSS TV O Eg Ste]

with rest of collectors by
resolving again the FQDN

Disconnecting Flow state

—)

Connected Disconnecting Subchannel released Disconnected

« Thereis a 15 second delay between Disconnecting and Connecting flow states.
* Flow states are per subscription: each individual subscription follows these workflows
« Asingle IP is resolved for each FQDN based DNS subscription.
» If FQDN resolves to multiple IP only 1 will be used for the connection.
+  When multiple subscriptions/xpaths goes to the same FQDN with multiple IP, there will be connections built to each
IP provided by DNS.
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gRPC Dial-Out: High Availability Design Considerations

Connecting Flow state

Disconnected Resolving Transport requested Subchannel requested Connecting Connected
Cisco gRPC Collectors Cisco gRPC Collectors
FQDN: collectors.cisco.com FQDN: collectors.cisco.com
Fommr=nn P e ll = l T — '-'omo%%%%%call = l N’
- , ,;:,Tﬂ. FQDN IP DNS - Wamﬂ-g’ ;
— Sglection 0 10 XPath Subs will follow the - 13410101 2. 3 4 Repeat the
Lot gl Q 134.10.10.1, 2, 3, .4 disconnecting/connecting flow procedure - .Co,ll.ec;t;)r 4 miaht remain CYC|e
establish connection with to resolve the FQDN and connect again q but bg il reqist
the IP resolved via DNS with the collectors available O LS M SEr

with collectors .1, .2, or .3
based on DNS resolution

—

Connected Disconnecting Subchannel released Disconnected

« Thereis a 15 second delay between Disconnecting and Connecting flow states.
* Flow states are per subscription: each individual subscription follows these workflows
« Asingle IP is resolved for each FQDN based DNS subscription.
» If FQDN resolves to multiple IP only 1 will be used for the connection.
+  When multiple subscriptions/xpaths goes to the same FQDN with multiple IP, there will be connections built to each
IP provided by DNS.

Disconnecting Flow state
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Design
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Scale Design Considerations

 Max Subscriptions on 9800 WLCs- 128
« Catalyst Center will consume ~85, DNA Spaces ~10-12.

* Subscribe to the closest leaf possible to avoid
abundance of streaming data.
« Monitor Pubd process for CPU to balance subscriptions.
« High Roaming rates or Client joins/dis-joins will
Impact performance.
« Catalyst Center when used with gRPC mTLS, cert
expiry/renewals Keep an eye.
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Important Design Considerations e e

> Secure your Transport TLS Client TLS Server

Access to information is critical and you want to make sure you are securing your
streaming telemetry deployment. Cisco recommendation is to use TLS/mTLS (mutual
Transport-Layer Security). =

> Define your FQDN Strategy S
Use an FQDN to host your collectors. It will be better for scalability and fast grow of
new VMs/Containers. Setup your DNS per regions, geolocation, weight, etc.

Redundancy Port

» Thing about Redundancy g e
Make sure each element of your telemetry deS|gn IS fuIIy redundant for better
reliability and availability of the service (Routers, Load-Balancers, Controllers, etc).

cisco W‘/
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Customer Reference Architecture
Cloud Deployment

" Homegrown Wi,

AUtgzoaltlon Trust Chain -—
—
S Termination
AWS Certificate Manager Trust-Chain Authenticatiop | [\WS Far
HTTP2/Server a .

Kinesis Stream

us east-1

¢ ¢ 7

£cs
er-Devi =
services  andservices
2 AW Shield - 1 "
e _ . AWS Shield Falloverto stream
MIMIg ' gRPC mTLS l o @ \ on different Region .

- Amazon

TimeSe!
MH -i FQDN IP DNS Route53 Load Balancers \ /‘ namorll.'()e;
. llectors.cisco.
Cat9800s Selection collectors.cisco.com [

LS Terminati —_

Authondoaton|_ | v

HTTP2/Server Disl-Out Containers L,

HandierCisco Kinesis Stream
us-west-1
f = L “‘Aumsc-u Others ECS Task
£ d sevices endsenices
2 W2* Cisco Catalyst ap \ |
EC2/Fargate Deployment - grpc telemetry receiver us-west-1

&

Switches  Gisco Catalyst Cisco APs
Switches

Customer Network Design

Cisco APs

* Move away from Multiple SNMP instances/data sources to centralized your streaming monitoring infrastructure.

« Move towards an active telemetry dial-out solution to collect all data in the cloud of preference (AWS, GCP, Azure).
+ Secure the transport (mTLS) of the monitored infrastructure.

» Support of FQDN to stream the data to multiple collectors across different regions.

« Configure xPath subscriptions as needed (Support 128 subs on XE release 17.9.1+).

 Build automation based on the KPIs and metrics received in real time.
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Customer Reference Architecture

Private Cloud Deployment

s
S
WIMI& .
MH SeaEmi- '
Cat98005
Swnches
! ::%ﬁ?“
o Cisco Catalyst % aPp
* Switches
Cisco Catalyst Cisco
Cisco Switches

aps. Customer Network Désign

gRPC mTLS

FQDN IP DNS
Selection

HomegrownWis ﬁt
Automation
Tool Ch

)

Compute Cluster  Orchestration

o

o Node . Node——
e - [ORNPIN
Certificate o ‘ | ‘
Manager N AN — “
DB- Cluster
Container Cluster - grpc telemetry receiver DC-1 DC1
50) E=% 14
. Pl - & (=] DB Cluster
- _’O_> cocter | fabernetes Failover
By " \ Compute ~ Gluster | Orchestration
Servers Load \ o Mode . MNode * I
collectors.cisco.com Balancers o ey pe |
| M e B
(o0
e | = &=
- -G ~
DB-Cluster
Container Cluster - grpc telemetry receiver DC-2 DC2

« Move away from Multiple SNMP instances/data sources to centralized your streaming monitoring infrastructure.
« Move towards an active telemetry dial-out solution to collect all data in the private cloud (Data Centers).
« Secure the transport (mTLS) of the monitored infrastructure.
« Support of FQDN to stream the data to multiple collectors across different locations.

« Configure xPath subscriptions as needed (We support 128 subs on XE release 17.9.1).

* Build automation based on the KPIs and metrics received in real time.
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- Why Model Driven Telemetry

« Introduction to MDT

MDT Connection State Flow
Design Considerations
Telemetry Design at Scale

« Performance and Validation

« Real World Scenarios

- A Story
Takeaways
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Scaling your Telemetry deployment
Minimum scaling deployment: FQDN with Multiple Collectors

DNS Servers

DB Cluster1

Site 1 .
Site 2 .
FQDN: .
Site 3 ; collectors.cisco.com I
CoB00-L  Tsem Mutual Transport Layer Security (mTLS
Slte 4 WHWQI&
o800 Transport Network ._/
Site 5 Y
CQSOO-C%%R CollectorN+1 DB Cluster1
Site 6 ."3::; 3 = » Client take the decision to which collector select based on DNS resolution.
- o s> Leaving the decision to the client for the selection the XPaths subscriptions
EvEmmasTeeni - . . . . .
- - to connect with the collectors might create a scalability issue in the future.
S|te N + 1 WIW
C9800-40
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Scaling your Telemetry deployment
Good scaling deployment: Active/Standby mTLS passthrough Multiple Collectors

DNS Servers
. DB Cluster1
Site 1 .
Site 2 c/7 .
Load Balancer1 Per-pou fﬂ_ce - .-/
TLS Certs FQDN: i—-—%r_:@
Site 3 ‘32“;—:’ \g@_ collectors.cisco.com 3 \1“ y I
€9800-L R Mutual Transport Layer Security (mTLS w s e ;
. re— P, AN | [
Site 4 i i -
C9800-40 . Su | SN
Transport Network S~ .
] er-0 Load Balancer2 Pﬁs%?n\ .-/
Site 5 ) &
C9800- C'/sc . CollectorN+1 DB Cluster
Site 6 :Q;%QL* = » Client send all the request to the Active Load Balancer.
, - =& % The Load Balancer will distribute the sessions across all Collectors based
. b w1 TS .
Site N+1 . i on the number of sessions per source IPs.
Lo il TS . . . .
Ld/ C9800-40 » More Devices to manage with Certs. Might be more difficult for
Cisco & TrOUbIeShOOt_ #HCiscolLive BRKEWN-1108 © 2024 Cisco and/or its affiliates. All rights reserved. Cisco Public 32



Scaling your Telemetry deployment
Optimal scaling deployment: Active/Standby Load Balances with Multiple Collectors

DNS Servers

DB Cluster1
Certificate Collector1
S . 2 Manager
I te Active =
Load Balancer1 -
gRPC TCP =

' €9800-80 "Tig";eg‘;: FQDN = Y I
- =
Site 3 == collectors.cisco.com s

TLSC erts
€9800-L nscsn> Mutual Transport Layer Security (mTLS
Fesmie=—m P

Site 4 (e -

C9800-40

Q

3

o

=
g
S &
I g
)

=3 Transport Network Standby
. Per-evics Load Balancer2 =
Site 5 e '

C9800-CL E@
CollectorN+1 DB Cluster1

Site 6 =t g

CoB00-L Client send all the request to the Active Load Balancer.

The Load Balancer will distribute the sessions across all Collectors based on the
WIMIZ .
Site N+1 —p number of sessions per source IPs.
- 7 - > On Active/Standby scenario can scale but performance can be impacted as well.
cisco Lo
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Scaling your Telemetry deployment

Optimal scaling deployment: Active/Active Load Balances with Multiple Collectors

DNS Servers

DB Cluster1

Slte 2 Active
Load Balancer1
po— e FQ DN: gRPC TCP ../
: ‘W— I1 & collectors cis.co com *O*
Site 3 = - : w4 I
€9800-L ey Mutual Transport Layer Security (mTLS w
S_ Wam:m E@ L *
ite 4 Fossmemmmn PP Tooow E@ _.O_. |
0960040 Transport Network e wA
Load Balancer2
Site 5
€9800-CL focorin CollectorN+1 DB Cluster1
H %“l‘m“-ﬁ = - -
Site 6 ;%:L* E » Client send all the request to the Active Load Balancer.
e %% » The Load Balancer will distribute the sessions across all Collectors based
Site N+1 . =m§'” on the number of sessions per source IPs.
far  mil 6 . . . . . .
Ld/ C9800-40 » On Active/Active scenario can provide better performance and scalability in
Cisco & the Iong term_ #HCiscolLive BRKEWN-1108 © 2024 Cisco and/or its affiliates. All rights reserved. Cisco Public 34



Scaling your Telemetry deployment

Best scaling Deployment: Dual Layer Load Balancers to the Collectors

DNS Servers

DB Cluster1

Site 1

1 PublicFacing  Private Facing Collector1
Site 2 o, g, 50/ .
Load Balancer1 Load Balancér1 'l ; r
FQDN:
Site 3 collectors.cisco.com o Colecto I
Por-Device RPC TCP
Mutual Transport Layer Security (mTLS(LSCW N =
- =0 =
Site 4 pordoves l
Transport Network ——’ ] Collector3
H Fﬁ;::‘elﬁd Backend -
S Ite 5 Load Balancer2  Load Balancer2 l ;
Cgsoo-c:/wé_g’l'? CollectorN+1 DB Cluster1
Site 6 e = » Client send all the request to the Active Load Balancer.

C9800-L Per-Device

—— === %» The Load Balancer will distribute the sessions across all Collectors based
. FemmaeED - .
Site N+1 = A on the pumber of sessions per source IPs. o
N / C9800-40 » On Active/Active scenario can provide better performance and scalability in
(A

cisco the |Ong te rm. #HCiscolLive BRKEWN-1108 © 2024 Cisco and/or its affiliates. All rights reserved. Cisco Public 35



Performance
and Validation

cisco L{V&/



Performance and Validation:
3RPC S‘tt‘e_amins Te_le,w\etr‘y Validation Lab

telemetrywirelessbu.cisco.com

Co“e,C'tor1

telemetry.wirelessbu.cisco.com

Grafona |
Jenking
+Secripts

telemetry.wirelessbu.ciseo.com
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Testing and Validation at Scale with Wireless BU Team

Execute Automation B )
Pipeline Scripts 5erd Cisco gRPC
Databases Collectors

Real AP

1K+ of APs andQli Different Tools to Analyze —— Q
and Visualize the Data = &
TrafflcSl Cluster Setup " ) ) >
\ . » E=- =Kan
- R mﬁﬁmmnx s Private
OO0 CAPWAP
. Sim e v - O Fle Network

" Cat9800-80

Clsco Catalyst CISCO Catalyst

Total Of 64k Cllents CAPWAP 9300 9300

Tunnels to sim up to 6k APs + 64k Clients and

Send i ng traffic Setup Roaming/secs + High Throughput

Conditions
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Testing and Validation at Scale with Wireless BU Team
4k x APs + 15k Clients with ~25+ xPath Subscriptions

~BO_WLC. mmary I
Number of APS: 4002

AP Name Slots AP Model Ethernet MAC Radio MAC Location Country IP Address State

EWLC-ASIM2-JSATHURA-AP-1 3 C9130AXE-B 002c.3400.02f0 002c.3400.0200 default-location us 120.1.180.20 Registered
EWLC-ASIM2-JSATHURA-AP-2 3 C9130AXE-B 002c.3400.03f0 002c.3400.0300 default-location us 120.1.1860.21 Registered
EWLC-ASIM2-JSATHURA-AP-3 3 C9130AXE-B 002¢.3400.04f0 002c.3400.0400 default-location us 120.1.180.22 Registered
EWLC-ASIM2-JSATHURA-AP-4 3 C9130AXE-B 002c.3400.05f0 002c.3400.0500 default-location us 120.1.180.23 Registered
EWLC -ASIM2 - JSATHURA-AP-5. 3 CO130AXE-B 002¢.3400.060  002¢.3400.0600 default-location us 120.1.180.24 Registered

980080 =showlrele lient summary
MAC Address AP Name Type ID State Protocol Method Role
_________________________________________ o s e e i e e e e W N
0000.0134.0001 EWLC-ASIM3-JSATHURA-AP-1 WLAN 13 Run 11la None Local
0000.0134.0002 EWLC-ASIM3-JSATHURA-AP-1 WLAN 13 Run 1lla None Local
0000.0134.0003 EWLC-ASIM3-JSATHURA-AP-1 WLAN 13 Run 1la None Local
0000.0134.0004 EWLC-ASIM3-JSATHURA-AP-1 WLAN 13 Run 1lla None Local
0000.0134.0005 EWLC-ASIM3-JSATHURA-AP-2 WLAN 13 Run 1lla None Local
0000.0134.0006 EWLC-ASIM3-JSATHURA-AP-2 WLAN 13 Run 1lla None Local
0000.0134.0007 EWLC-ASIM3-JSATHURA-AP-2 WLAN 13 Run 11la None Local
0000.0134.0008 EWLC-ASIM3-JSATHURA-AP-2 WLAN 13 Run 1lla None Local
0000.0134.0009 EWLC-ASIM3-JSATHURA-AP-3 WLAN 13 Run 1la None Local
0000.0134.000a EWLC-ASIM3-JSATHURA-AP-3 WLAN 13 Run lla None Local
0000.0134.000b EWLC-ASIM3-JSATHURA-AP-3 WLAN 13  Run lla None Local
0000.0134.000c EWLC-ASIM3-JSATHURA-AP-3 WLAN 13 Run 1lla None Local
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Testing and Validation at Scale with Wireless BU Team
4k x APs + 15k Clients with ~25+ XPath Subscriptions and 300 roaming/sec

Increase of roaming rate

Client roaming rate

C9800-80-WLC:sh wireless stats mobility

Mobility event statistics:

Joined as
Local : 10000
C9800-80-WLC:sh wireless stats mobility Foreign : 0
Export foreign : 0
Mobility event statistics: Export anchor : 0
Joined as Delete
Local : 10000 Local . 5000
Foreign 0 Remote : 0
Export foreign 0 Role changes
Export anchor 0 Local to anchor % 0
Delete Anchor to local )
Local : 5000 Roam stats
Remote : 0 L2 roam count 400
Role changes L3 roam count 0
Local to anchor : 0 Flex client roam count 0
Anchor to local : 0 Inter-WNCd roam count 400
Roam stats Intra-WNCd roam count 0
L2 roam count Remote inter-cntrl roam count : @
L3 roam count Remote WebAuth pending roams : @
Flex client roam count Anchor Request
Inter-wWNCd roam count sent : 0
Intra-wWNCd roam count . Grant received : 0
Remote inter-cntrl roam count : Deny received 1 0
Remote WebAuth pending roams Received : 0
= Grant sent H )
Deny sent )
Handoff Status Received
Success
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Results of Performance and Validation at Scale
4k x APs + 15k Clients with ~25+ XPath Subscriptions and 300

r C9800-80-WLC:show telemetry internal subscription all stats
elemetry subscription stats:

Subscription IDIMsgs Sent Msgs Drop Bytes Sentl | Connection Info

375 7704 0 29627 (9.1.0.3:57666)

374 7640 0 32960 (9.1.0.3:57666) 155 1547 0 17177 (9.1.0.3:57666)
373 7636 0 33263 (9.1.0.3:57666) .

372 7631 0 32960 (9.1.0.3:57666) 'y Sy 0 207 (9.1.8.3:57606)
371 7638 0 33869 (9.1.0.3:57666) 153 1547 0 16961 (9.1.0.3:57666)
361 7161 0 32618 (9.1.0.3:57666) 152 139347 0 26352513 (9.1.0.3:57666)
354 7139 0 40999 (9.1.0.3:57666) 151 1547 0 20201 (9.1.0.3:57666)
353 7150 ) 50651 (9.1.0.3:57666) .

382 7181 o 51403 (9.1.8.3:57666) 150 140261 0 25944894 (9.1.0 3:57666)
351 7137 0 35508 (9.1.0.3:57666) 149 94 0 14711 (9.1.6.3:57666)
341 1463 0 1381034 (9.1.0.3:57666) 148 138 0 14993 (9.1.0.3:57666)
331 154 0 713950 (9.1.0.3:57666) 147 1546 0 17285 (9.1.0.3:57666)
322 21555 0 139335 (9.1.0.3:57666) "

321 4366 ° 28921 (9.1.6.3:57666) 143 1640354 0 317201638 (9.1.0 3:57666)
311 1548 0 13073 (9.1.0.3:57666) 14 7633 0 79251 (9.1.0.3:57666)
304 2528 0 24864 (9.1.0.3:57666) 143 2310 0 636290 (9.1.0.3:57666)
303 2528 0 19964 (9.1.0.3:57666) 142 462 0 186069 (9.1.0.3:57666)
302 2528 ) 26439 (9.1.0.3:57666) .

301 2527 0 20489 (9.1.0.3:57666) 1:1 :22 g 15;051 (gi g 3:23262)
171 441705 0 73319656 (9.1.0.3:57666) 140 ? 28621 (9. " 66)
170 4620 0 24065 (9.1.0.3:57666) 139 26681 0 9837471 (9.1.0.3:57666)
169 4620 0 25353 (9.1.0.3:57666) 138 462 0 36426124 (9.1.0.3:57666)
b - 0 44 :gig:g;ggg; 137 693 0 4009315 (9.1.0.3:57666)
166 4612 0 26641 (9.1.0.3:57666) 136 693 0 71587 (9.1.6.3:57666)
165 441867 0 77322937 (9.1.0.3:57666) 135 693 0 71587 (9.1.0.3:57666)
164 4618 ] 24801 (9.1.0.3:57666) 134 45045 0 154153819 (9.1.0.3:57666)
163 4619 0 24801 (9.1.0.3:57666) 133 462 0 57727 (9-1.9.3:57666)
162 4615 0 24985 (9.1.0.3:57666) ; ey : e i n :
161 4365 0 30073 (9.1.0.3:57666) 4 i 2973 LR e MR SN e

0 1.0.

160 4364

S

26553

£I0%9
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For your reference:

Most stable I0S-XE version
for gRPC: 17.12.3 and higher

List of recommended Wireless
XPath at scale with Time
Period:

cisco L{V&/

/wireless-access-point-oper:access-point-oper-data/ethernet-mac-wtp-mac-map
/wireless-access-point-oper:access-point-oper-data/capwap-data
/wireless-access-point-oper:access-point-oper-data/cdp-cache-data/
/wireless-access-point-oper:access-point-oper-data/radio-oper-stats
/wireless-access-point-oper:access-point-oper-data/radio-oper-data
/wireless-access-point-oper:access-point-oper-data/oper-data
/wireless-rrm-oper:rrm-oper-data/rrm-measurement
/wireless-client-oper:client-oper-data/dot11-oper-data
/wireless-client-oper:client-oper-data/common-oper-data
/wireless-client-oper:client-oper-data/policy-data
/wireless-client-oper:client-oper-data/sisf-db-mac/ipv4-binding/ip-key/ip-addr
/wireless-client-oper:client-oper-data/traffic-stats
/lldp-ios-xe-oper:lldp-entries/lldp-state-details
/device-hardware-xe-oper:device-hardware-data/device-hardware
/wireless-mobility-oper:mobility-oper-data/mobility-node-data/ulink-status
/process-cpu-ios-xe-oper:cpu-usage/cpu-utilization/one-minute
/platform-sw-ios-xe-oper:cisco-platform-software/control-processes
/environment-ios-xe-oper:environment-sensors/environment-sensor
/lldp-ios-xe-oper:lldp-entries/lldp-intf-details
/interfaces-ios-xe-oper:interfaces/interface
/platform-ios-xe-oper:components/component

/mdt-oper-v2:mdt-oper-v2-data

/wireless-access-point-oper:access-point-oper-data/radio-oper-data/radio-band-info

/Cisco-10S-XE-platform-software-oper
/mdns-oper:mdns-oper-data/mdns-global-stats
Cisco-10S-XE-wireless-client-global-oper

/aaa-ios-xe-oper:aaa-data/aaa-radius-global-stats
HCiscolLive  BRKEWN-1108

15 mins
15 mins
15 mins
60 secs
180 secs
180 secs
180 secs
180 secs
15 mins
60 secs
15 mins
180 secs
60 secs
15 mins
60 secs
60 secs
60 secs
60 secs
60 secs
60 secs
60 secs
60 secs
180 secs
120 secs
300 secs
300 secs
300 secs
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Real World Scenarios
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M\cdl vvuliu OUTIIal iV

CPU/Memory

Monitor Top 32 Processes for CPU/Memory ( WNCD, pubd, SNMP, odm,repm,

IVIUIITLUI X

Sm%ﬁ: gﬁ%\)\/ processes cpu platform sorted
show process memory platform sorted

17.14.1 XPath: Cisco-10S-XE-platform-software-oper

Nodes Value
i & Cisco-10S-XE-platform-software-oper
e [== cisco-platform-software
i system-usages
JEE system-resource
L gty
- o slot

- bay
» chassis
= process-cpu

<

» index

name

total-run-time

five-seconds

one-min

five-min
alloc-mem-pcnt
alloc-mem

. processfmem>

-~ = q-filesystem

cisco L{V&/

<get>
<filter>

software-oper”>

<system-resource>
<process-cpu/>
</system-resource>
</[cisco-platform-software >
</filter>
</get>
</rpc>

HCiscoLive  BRKEWN-1108

<rpc xmins="urn:ietf:params:xml:n

1 1TAUN

s:netconf:base:1.0" message-id="101">

<cisco-platform-software xmins="http://cisco.com/ns/yang/Cisco-10S-XE-platform—

© 2024 Cisco and/or its affiliates. All rights reserved. Cisco Public
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WNCd Process CPU for NOC-MBCC-S50-1

APs Joined

APs Joined

wnecd_3

Site

APs Joined APs Joined

03:40 0345 0350 04:20

wned_4

Site

APs Joined

04:25 0430  04:35

HCiscolive

BRKEWN-1108

== ettty =i s et

05:15 05:20 05:2 ) 05:35 05:40 05:45 05:50 05:55 06:00 06:05

wncd_5 wnecd_7

s 3% s 3% B 7%

APs Joined APs Joined APs Joined
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nRcdl VVOIIU ocLClidllLU £ . [11dUK TTIUINO oLdIC

(EDU)

Apple Continuity service (MDNS) enabled leading to high WNCD CPU.

9105w APs seeing flood of mDNS from wired network causing sluggishness to
Clients

CLI: show mdns-sd statistics

XPath: /mdns-oper.mdns-oper-data/mdns-global-stats

= » mDNS

Glokal

a0

cisco M./ HCiscoLive  BRKEWN-1108 © 2024 Cisco and/or its affiliates. All rights re
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ncdl vVUIIU JLTlHIdllUu o . UUITIUULI T1allc IVIUITILULTTTTY

- WLC

Monitor Client Delete Reasons.
Delete Reason Codes

CLI: show wireless stats client detail
XPath: Cisco-10S-XE-wireless-client-global-oper

Total client delete reasons

Connection timeout : 687

WPA key exchange timeout : 286

Eﬂf: f Eff ff gqueriec Loached H- Y

Inter instance roam succe Pl 8463 > Good |
Due to mobility failure - le4

DOT1lr pre—_authentication failure : 004
l SAF. authentication failure : 1%4%5 |

DOT11 failure

4
DOT11 IE wvalidation failed 3]
DOT11l group cipher in IE wvalidation failed 5
DOT11l invalid AKM -5
DOT1]1 receiwved invalid PMEID in the received RSN IE = 19165 ——> Result in Failed Roaming. Some failures are expected. |
Client EAP ID timeout : 66l
wrong replay counter : 4
MIC validation failed :
MAC theft : 2
rT% theft T 15 ——> Problem 1
Wrong FPSK : 37
AR server unavailable 8
LZ—AUTH connection timeout : 43
Mobility connection timeocut 2
IP-LEARN connection timecut : 504
SAE Commit received in Associated State - 186320 ——> Result in Delaved Roaming ~lsec
WPA group kev update timeout : 5432
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https://developer.cisco.com/docs/wireless-troubleshooting-tools/client-delete-reasons/

Re&dl VVOIIQU oCelldllO 4 | FIevelll RdUlus oclvel
Meltdowns

Monitor high Radius Failures, latency, Accounting updates to Radius

Servers
CLI: show aaa servers brief , show aaa servers, show radius stats

XPath: Cisco-I0S-XE-aaa-oper
/aaa-ios-xe-oper.aaa-data/aaa-radius-stats
/aaa-ios-xe-oper:aaa-data/aaa-radius-global-stats

HCiscolLive  BRKEWN-1108 © 2024 Cisco and/or its affiliates. All rights reserved. Cisco Public 48




nodl vvuliu outclidliiv & Tyl HILC1H1ITIClo 1T £.5/J

Ghz

WLC Clean air: High Interferers in 2.4Ghz leading to high WNCD CPU:

XPath: /wireless-rrm-oper:rrm-oper-data/rrm-measurement
/wireless-rrm-oper:.rrm-oper-data/spectrum-device-table

AP RRM All

Last* Mean
== CCA Util % - 2.4GHz 28.1% 344% 24.9%
== RX Util % - 2.4GHz 0% 0% 0%

[| == TXULil%-2.4GHz 0.375% 1.88% 0.694%

|
ﬂ! | P b " 4
’W}i' M M’WM‘.’*&‘J‘ W | ’H“ Wy = RxNoiseUti%-24GHz 27.8% 338% 242% Lt
‘H!Wﬂ},ﬁ ! h |

| CCA Util % - 56Hz 288% 114% 3.35% cluster_id idr_data g_ap_mac idr_data yp idr_data/affected_channel_list
b - 5GHz 0%
¢1:00:00:00:01:f7 74:11:b2:bf-ef:30 pmac-dev-id-bt 1,23
== TX Util % - 56Hz 0%
Rx Noise Util % - 5GHz 2.88% %  3.35% ¢1:00:00:00:01:f7 74:11:b2:bf-ef:30 pmac-dev-id-bt 1,23
CEATM kaoshe ¢1:00:00:00:01:f7 74:11:b2:bf-ef:30 pmac-dev-id-bt 1,23

¢1:00:00:00:01:f8 74:11:b2:bf.ef:30 pmac-dev-id-bt 10,11

RERdee s e ¢1:00:00:00:01:f8 74:11:b2:bf:ef:30 pmac-dev-id-bt 1,2,34,56,7,89,10,11
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eal World Scenario 5: Data Plane Monitoring

CLl:show platform hardware chassis active qfp feature wireless punt statistics
xPath:

WLC#show platform hardware chassis active gfp feature wireless punt statistics
Load for five secs: 2%/0%; one minute: 3%; five minutes: 5%
Time source is NTP, 12:55:43.80% PDT Thu April 30 2024

CPP Wireless Punt stats:

App Tag Packet Count

CAPWAP_ PKT TYPE DOT11l PROBE_REQ 17631623

CAPWAP PKT TYPE DOT1l MGMT 5467005

CAPWAP_ PKT_TYPE DOT11_IARPP 21226789

CAPWAP PKT TYPE DOT11 RFID 0

CAPWAP PKT TYPE DOT11l RRM 0

CAPWAP_ PKT TYPE DOT11_ DOT1X 222793

CAPWAP PKT TYPE CAPWAP KEEPALIVE 1684742

CAPWAP PKT TYPE MOBILITY KEEPALIVE 54977

CAPWAP PKT TYPE CAPWAP CNTRL 108411828

CRPWAP PKT TYPE CAPWAEP DATA 0

CAPWAP_ PKT TYPE CAPWAP DATA PAT 1547

CAPWAP PKT TYPE MOBILITY CNTRL 31398

WLS SMD WEBAUTH 0

SISF_PKT TYPE_RERP 376561

SISF PKT TYPE DHCP 107490

SISF_PKT TYPE_DHCFP& 50339

SISF_PKT TYPE TPV6 ND 798456

SISF PKT TYPE DATA GLEAN 1936

SISF_PKT TYPE_DATE GLEAN V& 26450

SISF PKT TYPE DHCP RELAY 0

WLCLIENT PKT TYPE_ MDNS 0

CAPWAP_ PKT TYPE CAPWAP RESERVED 0
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Real World Scenario - Big Picture/Demo

Overall conference redundaney sur

MBEC 550

Totsl Glent Count - Entirs Genferance

Gllent Deiate Resson - Entirs Conferance
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A Story
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A Story - Real World
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Home Dashboard Wirele

Gombined cllent astn Failed A mBcC Redoc/ens = ieyniote o Roams % Stsueo: faynote
14228 14% 211 2 __69% 69 1
~ WLC Health Detal
Total Client Count Entire Conference
Tacoo =
T riad T 14228 is024
10000 ] — oG- MBSG-s501
— NOG-MGM-LUX-58573 saa 700
] — Noo-KEVNOTE 5
o
WNCd Process CPU for NOC-MBCC-SSO-1
— whica
oo WG
= e
= Wned
= vevica
- — . — s
- : Whics
g — = whioe
Home Dashboards Wireless v 8 wie Add . . N
Combined client count Failed Associations % Assoc/sec MBCC Assoc/sec - Keynote Failed Roams % Fast Roams % of Succ Roams/sec - MBCC Roams/sec Keynote
16764 1% 175 a1 1% 94% 153 36
WLC Health Details
Total Client Count En e Conference
o0 E  Coninad e 16764 16764
) — Noc-mBce-sso1 11404 11404
10000 - :
- — NOG-KEVNOTE-SSG1 aa7a  7eos
s000 ! — NOG-MOM-LUX a7 qeis
= E
ps onao orao orso o800 oano oazo cea0 on-ao a0 oe00 os-z0 os30 oeao osso rw00
WNCd Process CPU for NOC-MBCC-SSO-1
100% ;
WNGALA - MBY-WOS1
sox — wiod 2 - MBY-56G1
= WNG40 - MBY-WosZ
sox — WhGdA - MBY-WoS3
— WnGa_3 - MBY-5CC2
i = MBY-NCCO
20% = = e = i —
P o7aa0 pr 08:00 oe10 0820 08:30 oacan oo on:zo oBia0 oo
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A Story: Demo Architecture Diagram
3RPC S‘tr‘e,a»«?rg Teleme_‘tﬁ/ Loab

@ telegraf I~ _

HAF'i-bxyl

A HAPROXY |

DRI
#InfluxDB

m Grafana Co”ec'tor.‘?.
@ telegraf |
Vin bBa
.‘:.’ n% “%InfluxDB
P
b
Y
213
] E
2 y
@ telegraf

Webex Teams

[sfme: Grafara Alerts Lab Co“ec'tor-S
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M ADes M LB _ Lt

troller (

RCEARABA-M-(C25]:~ rceara$ ssh netadmin@10.93.178.70
(netadmin@10.93.178.70) Password:

wlc2.9840#show run | se telemetryD

-URIAS

#CiscoLive

BRKEWN-1108
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Lab Documentation

Try out gRPC in your own lab setup with:
- Setup Telegraf, InfluxDB and Grafana:
https://qgithub.com/rceara/Influx-Telegraf-Grafana

- Setup HAProxy and Keepalived:
https://aithub.com/rceara/HAProxy-Keepalived-Setu

- Generate the certificates for your gRPC Collectors and WLCs:
https://qgithub.com/rceara/OpenSSL Certificate Generation

- Setup your DNS Server for your FQDN collectors:
https://aithub.com/rceara/BIND-Server-Setup

- Troubleshoot gRPC and MDT:
https://qithub.com/rceara/gRPCTelemetryTroubleshooting

- Demo Recording:
https://www.voutube.com/watch?v=FPu-Wakh20o0
cisco L{V&/
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Takeaways
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Takeaways

MDT is becoming the new norm for monitoring and adoption is
happening quickly.

MDT is a solid and scalable solution that has full support from Cisco
and there is good online documentation.

Talk to your Cisco CX and Account team about MDT.
Get familiar with MDT on DevNet Sandbox:

https://developer.cisco.com/learning/labs/enabling telemetry on io
sxe/enabling-telemetry-on-ios-xe/

If you want to learn more or need help please reach out to us:
« Rafael Ceara - rcearaba@cisco.com
« Salil Prabhu - saprabhu@cisco.com

cisco M- #HCiscolLive BRKEWN-1108 © 2024 Cisco and/or its affiliates. All rights reserved. Cisco Public 59



https://developer.cisco.com/learning/labs/enabling_telemetry_on_iosxe/enabling-telemetry-on-ios-xe/
mailto:saprabhu@cisco.com
mailto:saprabhu@cisco.com

afraen _ _
c1Sco The bridge to possible

Thank you
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Defining your Telemetry configuration

wlc2.9840#show telemetry connection all
Telemetry connections

Index Peer Address Port VRF Source Address e State Description

632 10.93.17 I, 57499 @ 10.93.178.7@ 1ve Connection up
643 10.93. 57499 @ 10.93.178.70 iv Connection up

wlc2.9840#

wlc2.9840#show tele

wlc2.9840#show telemetry conn
wlc2.9840#show telemetry connection 632 de
wlc2.9840#show telemetry connection 632 detail
Index 632

Peer Address 10.93.178.177

Port 1 57499

VRF 1 0

Source Address 10.93.178.70

Type PROTOCOL

State . Active

State Description : Connection up

Peer ID (10.93.178.177:57499)
Receiver Name rafa-testing3
Transport : grpc-tls

Use Count 20

State Change Time : 03/20/23 ©5:17:35

wlcZ.9840#

wlc2.9840#show telemetry connection 643 detail
Index : 643

Peer Address 10.93.178.174

Port 57499

VRF : @

Source Address 10.93.178.70

Type PROTOCOL

State Active

State Description : Connection up

Peer ID (10.93.178.174:57499)
Receiver Name rafa-testing3
Transport : grpec-tls

Use Count -1

State Change Time : 03/20/23 05:28:53

#CiscoLive BRKEWN-1108 © 2024 Cisco and/or its affiliates. All rights reserved. Cisco Public




_oad balance your grpc traffic to the collectors

[X] Action processed successfully.

Note: "NOLB*/"DRAIN" = UP with load-balancing disabled.

HAProxy
Statistics Report for pid 746016 on collector3. Load-Balancer1
> General process information

. P up UP Display option: External resources:
b i e - e T e[
o, obiade o . i ! u u ! « Hide DOWN' servers
e e el g oot e
current conns = 7; current pipes = 0/0; conn rate = O/sec; bit rate = 0.815 kbps active or backup DOWN for maintenance (MAINT) * Refresh now
Running tasks: 0/23; idle = 100 % active or backup SOFT STOPPED for maintenance * G et

+ JSON export (schema)

g grpe_servers

Choose the action to perform on the checked servers : | v”App'y]

cisco Li/&/

HCiscolLive  BRKEWN-1108
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Visualizing and Monitoring your Infrastructure

10.93.178.143

10.83.178.143

Memory Usage collector! -wic} smazonaccountteam com Disk Usage

MY

mem_collect c.Availa.. mem_collector_y mem_collector. Used  disk_collector_wic.T.. disk_collector_wic.U

Load Balancer Metrics

cisco M- #CiscoLive BRKEWN-1108 © 2024 Cisco and/or its affiliates. All rights reserved. Cisco Public 65



Setting up the Alarms

10.93.178.143

> Alert rules / Edit rule

Cancel Delete Save Save and exit
1 Set a query and alert condition
WLC2-Collector3 ® now-10s to now
default  Cisco-10S-XE-interfaces-oper:interfaces/interface W + V4

field(statistics/rx_kbps)  +

+

descending

Time series
Conditions last() A 0] Q
0
count() A ®
1
®
Alert condition
+ Add query + Add expression O Preview

cisco Lz{@/
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Alarms notifications to Webex Teams

10.93 178 143

LX)
& 4% Grafana Alerts Lab

v a
’sages People (6)

Firing

Value: [no value]
Labels
« alertname = WLC2_Rule
« datasource_uid = bWZtQ-14k
« grafana_folder = WLC2_Rule
ref_id=A
Annotations:
description = The xPath Cisco-I0S-XE-interface-oper:interface/interface is having issues
grafana_state_reason = NoData
summary = Check this XPath ASAP!
Source:
Silence:

Firing
Value: [no value)
Labels:
. }Iermame = TestAlert
« instance = Grafana
Annotations:
summary = Notification test
Silence:

ciIsco 'p/‘/
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MDT Use-Cases
Scenarios
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Logistics/Industrial/Manufacturing Services
Metrics/KPls: 7 ndustria

v Inventory picking accuracy Clsco APS Augmented Autonomous
Orders Efficiency and Fill Rate Tables/Scanners Reality Drones  CiscoaPs
Machinery Performance ®
Network operational uptime

Backorder rate

Order lead times

Cost Optimization

Stock cycle time V . CiscoAPs™
Cisco APs

Robot
~7 _ “ g packers

AN NI NN Y N NN

Thin

Clients Autonomous 3 :
Cisco APs g I’ ~ N=o
il V‘% Collab
_ ’ ./ Robots
Wireless Unmanaged Cisco APs
Analytics Robots

Cisco APs
S ma rt Cisco APs

. Cisco APs Packaging
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Healthcare Services Metrics/KPIs:
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Colleges/Universities Services
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