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UCS Congestion Problem

UCS Domain

Problem Types

 SAN administrators report
congestion on links to UCS

* Applications on servers report slow
performance

UCS Black Box

« Storage arrays report slow
performance/congestion or errors

MDS

~ ]/l
- Storage

Arrays

How can the UCS “Black
Box” be investigated to
determine the reason for the
congestion?
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UCS Domain Logical

Network Layout




UCS Domain Topology and Components

UCS X9508
Chassis w/servers

UCS 5108
Chassis w/servers

© 2025 Cisco and/or its affiliates. All rights reserved.
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UCS Domain Flow Control Mechanisms

UCS X9508
Chassis w/servers

UCS 5108
Chassis w/servers

© 2025 Cisco and/or its affiliates. All rights reserved.

-~ ~\
"’ ~\
N\,
/ N\
; )
[ X ]
([ X ]
o0

( X X J (X X J ’
‘ ( I X J ( X X ) IOM
Ethernet

PFC - Priority Flow Control

BRKCOM-2657

UCS Fabric
Interconnect /

oo

]/ Storage

Arrays

Fibre Channel
B2B - Buffer to Buffer Flow
Control

13

lllllllll
cisco



Ethernet Priority Flow Control - PFC

Just the facts

* PFC makes Ethernet into a lossless network protocol a.k.a
“converged Ethernet’

 Priority Flow Control defined in IEEE 802.1Qbb
» Used by FCoE and RoCE

» Receiver can pause the FCoE/RoCE classes when congested

===z
» Two types of Pauses

- Pause (non-zero quanta) - Receiver must immediately stop sending or
continue not sending

« UnPause (zero quanta) - Receiver can immediately resume sending

Ethernet Wire e

© 2025 Cisco and/or its affiliates. All rights reserved. BRKCOM-2657 14 cisco



Priority Flow Control - PFC

Just the Facts continued... PFC Quanta

Frames are transmitted unless Pause w/non-zero quanta has been received

Amount of time class is paused is measured in quanta

Each quanta is the amount of time taken to send 512 bits at link speed

Quanta is contained in a two-byte field - Maximum value is OXFFFF (65535)

As speed increases the time represented by the quanta decreases
- OxFFFF at 10G 3.3ms
« OXFFFF at 100G 0.33ms

Most Pauses do not ‘expire’ (pause traffic for the quanta duration)

* Most Pauses are followed quickly by UnPauses

The time the class is paused is the duration between Pause and UnPause

Very important to understand which side of the link is reporting Tx/Rx Pauses!

© 2025 Cisco and/or its affiliates. All rights reserved. BRKCOM-2657
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PFC Flow Control Thresholds

PFC Buffer Xon and Xoff
thresholds and PFC Pause
Pauses are sent
based on Xoff and Xon
i)(o_n threshﬁlciljs @ R
rame 4
eing reache
Pauses are not
necessarily sent  [be
because pauses [ lEana)
have been
received from

other interfaces

Xoff

Xon

© 2025 Cisco and/or its affiliates. All rights reserved.
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[ Xoff threshold reached - Pause sent

H
‘, Time O ,‘

[Frame 1] [Frame 2] [Frame 3] [Frame 4] [Frame 5]

E—
‘, Time 1 ,‘
Pause frame received - New traffic stops]

Frame 6] [Frame 7] [Frame 8] [Frame 9] Erame 10] @ |

—

Pause g

( Time 2 )

N—
Buffer drains below Xon threshold and
“UnPause” sent
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Priority Flow Control
Anatomy of a PFC Pause frame

|- Data Link Control (DLC)
Destination = [EEE Std 802.3x Full Duplex PAUSE operation
Source = Cisco:E1:8F.D8
EtherType = 0x3808 IEEE 802.3x Pause Frame

Opcode 0101
PFC Pause

Pause time is actually in
“quanta” which is
measured in the time it

Multipoint Control Protocol (MPCP)
MAC Control Opcode = 0x0101 PFC

Class 3 enabled

takes to send 512 bits at
link speed

[=]- priority_enable_vector = 0x0008
al?] = S50 S D5 WESs Off
e[e] = 0.. Off
e[5] = 0. Off
@[] = ... vean. wes Q s OFE
R3] = TG TS 55ve AiwS O -
2 - 5
$ R s s e el O Class 3 paused for
RIOT = ooy mcow somw s 0 Off 33mS
PauseTime (0) = 0 .
Pause Time (1) = 0 / Quanta is OXFFFF =
PauseTime (2) = 0 —
Pause Time (3) = 3355 us 65535 = 3'3mS @
Pause Time (4) = 0 1OG Speed
PauseTime (S) = 0
PauseTime (6) = 0
PauseTime (7) = 0
[=]- End Of Frame
CRC = O0xE2671BD1 (Correct)
GEEnd = OxFD /T/
idle Padding
Index | Hex . 7~
0000 0L 80 C2 00 00 O1L DC AS F4 E1 8F DB BB 08 | O1 O1j00f0OB) 00 OO OO OO0 OO OOJFF FF |OO 00 00 OO OO OD 0O OO
00z4 |00 0O 0O OO 0O OO OO OO OO OO OO OO OO OO OO OO OO OO OO OO OO OO OO OO 00 00 E2 ©7 1B D1 FD 07 07 07

© 2025 Cisco and/or its affiliates. All rights reserved.
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Priority Flow Control
Anatomy of a PFC UnPause frame

When the priority enable
| Opcode 0101 bit is on for_a class and
Datzt;:i:ai:nmn:l [?EIE(E:ISTd 802.3x Full Duplex PAUSE operation PFC Pause the quanta IS O the pa_use

Source = Cisco:E1:8F.D8 frame Cance|S a preVIOUS
EtherType = 0x8808 IEEE 802 3x Pause Frame _/
Multipoint Control Protocol (MPCP) pause and allows for

MAC Control Opcode = 0x0101 PFC . . .
[)- priority_enable_vector = 0x0008 CIaSS 3 enabled Immedlate resumptlon Of

co - TR e transmission by the
/ receiver

]

M

el[5] = ... ... .. 0. ... Off
el4] = ... ... -..0 ... Off
el3] = ... ... ... 1... Onm

elZ] = (... ... ... . 0.. Off

efl] = ... cenoe wn.. -.0. Off

ef0] = ... ... -... ...0 Off

Class 3 “unpaused”
since quanta is zero
/

Pause Time (0)
Pause Time (1)

Pause Time (2)
Pause Time (3)

Pause Time (4)
Pause Time (5)

Quanta is 0x0000 = Oms

o o o o oo oo

Pause Time (6)

Pause Time (7)
[=]- End Of Frame

CRC = O0x83E44ABE (Correct)

GEEnd = OxFD /T/

idle Padding

index | Hex ~

0000 01 80 C2 00 00 O1 DC AS F4 E1 B8F DB 88 08 |01 O1j00)08) 00 0O OO0 OO 0O 0QOy0OO0 OO| OO0 OO0 OO0 OO OO OO0 00 0O
0oz4 |00 00 0O IIIJ- oo 00 00 OO OO0 OO OO OO OO OO OO OO OO OO OO OO OO OO OO OO OO0 00 B3 E4 42 BE FD 07 07 07
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Priority Flow Control

Pause and UnPause timing Example

PFC Pause

A

side B

J] Resume(UnP

ause) 57us later

S

55925 GE Port(1,2,2)

lcon Bookmark us.ns Delik
By

10 [ —

10 Resume 5Tus ——34-288—

10 Pause 176.974 55.715
10 Resume 5Tus 233.944 55.970
10 Pause 289664 55.720
1081 Resume S7us 346.689 57.025
10 Pause 402.399 55.710
1081 Resume S7us 459.329 56.930
10 Pause 515.044 55.715
10] Resume S7us 571.914 56.870
10 Pause 627.634 55.720
10] Resume S7us 684.564 56.930
10 Pause 740.279 55.715
10l Resume S7us 797.244 565.965
10 Pause 852.964 55.720
10(ff]l Resume 57us 909.919 56.955
10 FR 965639 55.720
in Fe 41 CAN EE Gn4

GE Port(1,2,2)
GE Port(1,2,2)
GE Port(1,2,2)
GE Porti(1,2,2)
GE Port(1,2,2)
GE Porti(1,2,2)
GE Port(1,2,2)
GE Porti(1,2,2)
GE Port(1,2,2)
GE Porti(1,2,2)
GE Port(1,2,2)
GE Porti(1,2,2)
GE Port(1,2,2)
GE Porti(1,2,2)
GE Port(1,2,2)

RF Dnrkf 2 2

Ether Frame
Ether Frame
Ether Frame
Ether Frame
Ether Frame
Ether Frame
Ether Frame
Ether Frame
Ether Frame
Ether Frame
Ether Frame
Ether Frame
Ether Frame
Ether Frame
Ether Frame
Ether Frame

Fthar Frama

Total pause time for 8 PFC Pauses ~456us

© 2025 Cisco and/or its affiliates. All rights reserved.
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Protoc] Summary

MPCP PFC:

MPCP PFC; Pause(3) = 3355;

MPCP PFC: AIthr(])ugh
MPCP PFC: Pause(3) = 3355. | €8CN Ppause
MPCP PFC: SpeC|f|es
MPCP PFC: Pause(3) = 3355; 3.3ms the
MPCP PFC: actual time
MPCP PFC; Pause(3) = 3355; paused is
::EE igpausena}-zﬁs- usually
MPCP  PFC. - : much less
MPCP PFC: Pause(3)=33ss. | than that
MPCP PFC;

MPCP PFC; Pause(3) = 3355;

MPCP PFC;

MPCP PFC; Pause(3) = 3355;

MDD DE™-

alraln
20 cisco




Priority Flow Control

Pause and UnPause timing Example - Severe congestion

Event View [& ~ v ¥ i".f

icon [ Bookmark ‘mm'ss.ms_us_ns_ps ’ A SideB ' Summary . |Bytes T

ser

10 () 1st Pause = ——29TE55_B25_773_ 9 : Port(1.1.6) MPCP PFC. Pause Time (3) = 3355 us;

1 amm—m--ml

10 [ Start of Pause block ~ 20.44.656_004_546_4  120.9301: Port(1,1.6) C. Pause Time (3) = 3355 us,

10 [} Pause continued 2044 659_449 200_8 3354 6545: Port(1,1.6) MPCP PFC. Pause Time (3) = 3355 us; This

10 [} Pause continued 2944 662_803_851_4 3354 6506: Port(1,1.6) MPCP PFC: Pause Time (3) = 3355 us; example

10 [ Pause continued 20:44 666_158_503_0 3354 6526: Port(1.1.6) MPCP PFC: Pause Time (3) = 3355 us: shows

10 [ Pause continued 2044 669 _513_156_4 3354.6526: Port(1.1.6) MPCP PFC. Pause Time (3) = 3355 us; Pauses that
10 [ Pause continued 2044 672_867 803 O 3354.6476: Port(1,1.6) MPCP PFC, Pause Time (3) = 3355 us, are

10 ) Pause continued 29:44 676_222_456_4 3354 6526: Port(1,1,6) MPCP PFC, Pause Time (3) = 3355 us; continued

10 ' Pause continued 29:44 679 _577_103_9 3354 6476: Port(1,1.6) MPCP PFC. Pause Time (3) = 3355 us; multiple

"0 ' Pause continued 2944 682 _931_756_4 3354 6525: Port(1,1.6) MPCP PFC. Pause Time (3) = 3355 us, times

10 @ unPause 2944 685_662_188_9 2730 .4325: Port(1,1,6) MPCP PFC. -
10FR 2044685 777 _856_4 1156676 Pori(1,1.6) MPCP PFC. Pause Time (3) = 3355 us, 65

10FR 2044685 938 258 9  160.4025: Port(1,1.6) MPCP PFC. 65

10FR 2944 686_073_278 9  135.0200: Port(1,1.6) MPCP PFC. Pause Time (3) = 3355 us, 65

mnEe

2N A4 SO0 ADT NN K

© 2025 Cisco and/or its affiliates. All rights reserved.
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Enhanced Transmission Selection - ETS

Just the facts

. . . ' ]
Guarantees each class a minimum percentage of = —
the link

 Enhanced Transmission Selection defined in IEEE
802.1Qbb

* When there is available link bandwidth classes can
transmit at higher rates

» Defined in egress queuing policy-map

« Congestion may appear only in the presence of

other traffic! "
/ -

B

80% 20% 80% 20%
|FCoE

Ethernet Wire I'

alraln
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Fibre Channel Buffer to Buffer Flow Control

Just the Facts

» Fibre Channel is a ‘lossless’ network protocol by design

» Sender does not send a frame unless the receiver has a buffer

 Fibre Channel utilizes Buffer-to-Buffer(B2B) Credit based flow control

» Each side of link informs adjacent side of the number of buffers/credits

« Each frame sent requires a B2B credit to be returned

« B2B credits are also called ‘R_RDYs’

* Frame receivers can slow rate of ingress traffic by ‘withholding’ credits

 If a sender runs out of credits it must stop sending until it receives one

i

© 2025 Cisco and/or its affiliates. All rights reserved. BRKCOM-2657
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Fibre Channel Flow Control - Example

Normal flow

Xgig

FC Port(1,1,3) aUENZLIEEC Port(1,1,4) Server
MD S FC Data
— R_Rdy
ports

lcon | Booll mmizzmes_us_nz (Rl Detka Time | Port M Side B SLITITEEY Bytes | Source | Destinat) LM | QX _Id
4 FE 14334 .083_873_524 34720 |FCPart(11 4] 4 FC4Cmd Wykite 107, LUM = 0=0020; LBA = 0x55CE4C05; FCP_DL = 0=00002000, B8 780037 280085 0020 40CD
4 0% 143:34 083_830_516 0.692 |FC F'DEE1 1.3 4
4 FR 143:34 083 _832_FR3 7152 FCPort(11,4) FiC4 Wivite( 100 LUM = 0x0020; LBA, = 0x5BKQ0020; FCP_DL = 0x00002000; B5 780087 280085 0020 4FC2
4 03 143:34.083_833_39 0728  FCPort(11,3) 1 -R-Rdy 4
4 FR 143:34.083_9 16 17.220  FCPort(114) FC4=Data FC4SDats, F; Offaet = 0x00000000; Dsg = D:x0800; |G4/2034 TE0054 280035 0027 4108
4 FR 143:34 DE=7005_BRD 5044 FCPort(11,4) FC4=Data = |G4/2034 TE00S4 280035 0027 4108
4 i . - 4922 FCPort(11,4) 1 - R-Rdy 4
4 I D gta t",:nf .wgl? .u,i.,, 0.334 FCPort(11,3) FC4ZData |G64/20834 250085 780035 004D 4535
4 0% 143:34 083_915_838 4922 FCPort(11,3) 1 -R-Rdy q
4 0z 14334 033 915 066 0028 FCPort(11,31 1-R-Rdy 1 FC data and R_Rdy 4
4 0% 143:34 083_922 T2 6.846 FCPart(11,4) 1 - R-Ry g
4 FR 143:34 083_923_044 0332  FCPort(11,3) FC45Data FC4EData; SCSIFCP, Offzet = 0x000028000; Len = 0:x0800, |G4/2084 280085 780035 0040 4535
4 03 14334 .083_967 712 44 6683 FCPort(1,1,4) 1 - R-Rdy 4
4 FR 143:34 083_965_040 0328 FCPort(11,3) FC45Data FC4SData; SCSIFCP; Offzet = 0x00008300; Len = 0x0800, |G64/20834 250085 780035 004D 4535
4 0% 143:34 083_996_ 876 28836 FCPort(114) 1 - R-Rdy 4
4 FE 143:34.083_997 M6 0.340  FCPaort(11,3) FC4ZData FC45Data, SCSIFCP, Offzet = 0x00009000; Len = 0x0800, |64/2084 280085 780035 0040 4535
4 FR. 143:34 084_013_254 16.068  FCPort(1,1,4) FC4Cmd Read(10); LUN = 00004, LBA = 0x01197545; FCP_DL = 0x00002000, G5 780096 230055 0004 486F
4 0% 143:34.084_013_096 0712 FCPort(11,3) 1 -R-Rdy q
4 0z 143:34.084_067_740 23744 FCPort(114) 1 - R-Rdy 4

© 2025 Cisco and/or its affiliates. All rights reserved.
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Fibre Channel Flow Control - Example cont’

Delayed/No R_RDYs

Xgig |
|
FC Port(1,1,3) Analyzer FC Port(1,1,4) | Server
MDS FC Data
FC Data
FC Data
lcon Ell:u:|I| tmin:zz.me_uz_ne (R Delta Time | Port Side A Side B SLMmary Bytez | Source | Destinat] LUN | Ox_Id
1 FE 143:49.579_845_500 5024 FCPorti1,1,4) Fi4sData Fi4sData, SC5| FCP, Offset = 0x00000500; Len = 0x0300, |64/2084 7B00EY 280085 0004 4F20
1 _FE_ 143:49.679_830_460 4960  FiC Paorti1,1,4) Fi450ata FiC450ata, SCE| FCP, Offset = 000001 000; Len = 0x0800, |64/2084 7o00S7 280085 0004 4F20
4 FR 143:49.679_855_420 4960 FC Porti1,1,4) FC45Data FC45Data; SCIIFCP, Offset = 000001 800; Len = 0x0800, 54/2084 7E00SY 280085 0004 4F20
4 FR 6h‘l“‘d‘a“t a‘" n O“ “E FiC Parti1,1,4) FC45Data FC45Data, SCEIFCP, Offset = 0x00000000; Len = 0x0300, |64/20584. 7B00B6 280085 0040 4442
4 Fk y FiC Parti1,1,4) Fid=Data FiodsData, 0S| FOP, Offset = 0x00000500; Len = Ox0z00, |64/2084 7oodeE 280085 0040 4242
4 FR R;Rdys E FiC Parti1,1,42 FC4SData FC4SData SCSI FCF' foset IIIxIIIEIIIIEH ooa, Len 00500, IE4J‘2DB4 7E0086 280035 0040 4442
4 FR 143:49.879_927 223 5004  FC Port(1,1y : : = 5 040 4482
4FF 143498799452 524 FCRor i) FC#SData SCS| FCF‘ Crifset = III:-:IIIIIIIIIIIIIIIEIIIIII Len = 0800 co s
4 FR 143:49.679_937_496 5044 FCPot(1,1) 040 4442
e sasmsenss s el FCASDate; SCS|IFCP; Offset = 0x00001000; Len = DxOS00 oo e
4 FR 143:49.579_ 947 416 4960  FC Port(1,1): 040 4442
4 FR 143:49.679_952_396 44830  FCPort(1,1): . . — . — 040 4442
T e e FCASData; 05 FOP, Offset = 0x00001300; Len = OxOgllg o0 a2
4 FE 143:49.579_962_336 4930  FCPort(1,1} . . — . — 44082
1 FE 143:49.679_967_544 5212 FC Porti1,1% FC#SDE‘I:E SI:SI FI:FI I:IffEEt D}:DDDDDDDD LEI—I 4a82
4 FR 143:49.679_972_592 5044  FC Porti1,1,4) FC4=Data FC45Data; SCEIFCP, Offset = 0x00006000; Len = 0x0800; |64/2084 7B00B6 250085 0040 4442

© 2025 Cisco and/or its affiliates. All rights reserved.

BRKCOM-2657

25

cisco



Fibre Channel Flow Control - Example cont’

R-RDY recovery

/
/

Xgig |
Anal |
FC Port(1,1,3) nalyzer FC Port(1,1,4) | Server
R_Rdy
R_Rdy
lcon Booll mim:zzmz_uz_ns (R Deta Time | Port Side A, Side B SUMmary Bytes | Source | Destinat| LUN
4 ;ns; 143:49.833_147_828 4764 FCPort(113) 1-R-Rdy 4
d 0% 143:49.553_149_372 1544  FCPort(113) 1-R-Rdy L. 4
4 o3 14349 883_150_024 1552 FCPor(113) 1 -R-Rely R_Rdys start arriving 4
4 0% 14349883 152 524 1600  FCPort(113) 1-R-Rdy 4
4 FR 14343.663_157_555 2064 FCPor(113) FC4sData FCa5Data, SCSIFCP, Offset = Ox00000000; Len = 0x0800, 6402084 280085 730054 0053
4 0z 14349.653_1:37_960 0372  FCPor(11,4) 1 - R-Ridy 4
4 0% 143:49.833_162_510 4550  FCPort(113) 1-R-Rdy 4
d 0% 143:49.583_162_535 0028 FCPort(113) 1-R-Rdy 4
4 0z 14349.653_162_566 0025 FCPort(11,3) 1-RE-Rdy More R_RdyS 4
4 FR, 14349.883_162_594 0025 FCPor(11,3) FC4SData FCaShata, SCSIFCP; Offset = Ox00000800; Len = 0x0300; 6452084 280085 730084 0053
4 0% 143:43.653_162_5a0 0386 FCPor(11,4) 1 - R-Rdy 4
4 0% 143:49.5883_167_515 4535 FCPor(113) 1-RE-Rdy 4
4 0% 14349.883_167_546 0025 FCPort(113) 1-R-Rdy 4
4 0= 14343.683_167_574 0028 FCPort(113) 1-R-Rdy More R_RdyS 4

© 2025 Cisco and/or its affiliates. All rights reserved.
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TxWait and RxWait




TxWait and RxWait

TxWait and RxWait exist in both Fibre Channel and PFC Ethernet

Both are measures of time in 2.5pus increments (2.5 microseconds)

Increment separately by class

TxWait increments when frame sender cannot transmit
* In FC frame sender has zero Tx credits

* |In Ethernet frame sender has received PFC Pause

RxWait increments when frame receiver has prevented reception of frames
» In FC frame receiver has withheld all credits (zero Rx credits)

* |In Ethernet frame receiver has transmitted PFC Pause

Not all Ethernet ASICs support TxWait and RxWait

© 2025 Cisco and/or its affiliates. All rights reserved. BRKCOM-2657
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TxWait and RxWait in Ethernet PFC

RxWait
increments

TxWait
increments

%’ \ N @ %) TxWait indicates the amount
RxWait indicates the amount of time a frame transmitter
of time a frame receiver is o» Delta is prevented from
preventing frames from Pause ]— time transmitting frames.
being sent to it. e
UnPause
Pause sender increments RxWait by Pause receiver increments TxWait by
PFC delta time PFC delta time
RxWait increments when frame receiver has TxWait increments when frame sender receives PFC

transmitted PFC Pause Pause

alraln
© 2025 Cisco and/or its affiliates. All rights reserved. BRKCOM-2657 29 cisco



TxWait and RxWait in Fibre Channel

RxWait

increments

TxWait
increments

RxWait indicates the amount

TxWait indicates the amount

of time a frame receiver is
preventing frames from
being sent to it.

Frame receiver increments RxWait by
delta time between 0 Rx credits
remaining and the next R_RDY

RxWait increments when frame receiver has
withheld all credits

© 2025 Cisco and/or its affiliates. All rights reserved.

of time a frame transmitter
is prevented from
transmitting frames.

Frame sender increments TxWait by
delta time between 0 Tx credits
remaining and the next R_RDY

TxWait increments when frame sender runs out of
credits

alraln
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Slow Drain and Over-Utilization

Two main types or causes of congestion

1. Slow Drain

* Frame receiver utilizes flow control to reduce the rate of incoming frames

2. Over-utilization

« Tx utilization at or near 100% with more data arriving than can be transmitted at link rate.
 Frame receiver is NOT reducing the rate of incoming frames via flow control

Under both conditions congestion spreads back to the frame senders

Different
causes

/~ R_RDY N\

=t= Ethernet or FC ==}

Pause

© 2025 Cisco and/or its affiliates. All rights reserved.

High Utilization
| 8 | 3

= Ethernet or FC =t

- J

Slow Drain

[ =he

= Ethernetor FC =

Pause

R_RDY

Over-Utilization

= Ethernetor FC =

Ethernet or FC ™

Pause

R_RDY

Ethernet or FC ™

Pause

Same
result!

tion
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UCS Congestion Points




UCS Congestion Points

VIC - Ethernetx/y/z IOM/IFM Network Interfaces

// (NIFs) - Ethernetx/y
X Pause

!/ ( FI Server Interfaces
CS Fabri Ethernetx/
VIC VIC & S, J abric

aUS@
»
o0 ‘
YY) R_RDY‘
IOM/IFM Host Interfaces |
(HIFs) - Ethernetx/y/z
\ Storage
Fibre Channel Arrays
uplinks

’

~ #’
~, -
....................................................
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UCS Congestion Points
Four possible congestion points in a UCS

FC Uplinks
Network interfaces (NIFs/Fl Server interfaces)

Host Interfaces (HIFs)
VICs

L=

 TWO main reasons
1. Over-utilization - More data being received for the link than it can handle
1a - This includes speed mismatches

2. Slow Drain - Flow control (Either PFC or B2B) slowing down link.

© 2025 Cisco and/or its affiliates. All rights reserved. BRKCOM-2657
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Scenario 1 - Fl to NIF Over-Utilization Congestion

HIFs - Ethernetx/y/z
* No congestion or
« High Tx datarate

"

— L

4
\4)0},
Network Interfaces ’@

(NIFs) - Ethernetx/y
* High Tx datrate Storage
: Arrays

-
-
L
’

&S Fabric

FC uplinks FC storage links
« TxWait on MDS * RxWait on MDS

RS
S
~~

Data Direction
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Scenario 2 - VIC to HIF Slow Drain Congestion

VIC _ HIFs - Ethernetx/y/z
RxWait « Rx Pauses

-
-~
-
L
,

UCS Fabric
» Interconnect

R_RDY [/

\

4
\4)0}'

Network Interfaces ’

(NIFs) - Ethernetx/y

« Rx Pauses

m
@
3, 10

Storage
Arrays

FC uplinks FC storage links
« TxWait on MDS * RxWait on MDS

S
~,
S
...........................................................

Data Direction
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Scenario 3 - HIF to VIC Over-Utilization Congestion

VIC

* No congestion

-
-
L
’

A
~
Ss
~~

l ““‘*%{*%%%“‘\ ““‘*%{*%%%“‘\ ““‘{%‘*%%{“[T

HIFs - Ethernetx/y/z
 High Tx datarate

BN
~.
~.

_.

R
D
A\
00

o0 Bouse UCS Fabric
(] )
o N\. Interconnect

IFIy

\
\

Network Interfaces
(NIFs) - Ethernetx/y
« Rx Pauses

FC uplinks
 TxWait on MDS

© 2025 Cisco and/or its affiliates. All rights reserved.

Data Direction

m
.,

Storage
Arrays

FC storage links
* RxWait on MDS

alraln
cisco



Scenario 4 - Array Slow Drain Congestion

VIC
TxWait

HIFs - Ethernetx/y/z

-~
-
L
,

oo
~—o

— - / « Tx Pauses
\ Pause <

(TS

oo | UCS Fabric

(] ) '

o Interconnect
IFM :

Network Interfaces
(NIFs) - Ethernetx/y
e Tx Pauses

FC uplinks
« RxWait on MDS

’
’
Piog
-
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Scenario 5 - Array Tx Over-Ustilization Congestion

VIC

TxWait

~~

-~
-
L
,

oo
~—o

HIFs - Ethernetx/y/z

« ) / + Tx Pauses
Pause ¢

UCS Fabric
Interconnect

Network Interfaces
(NIFs) - Ethernetx/y
e Tx Pauses

’
’
Piog
-
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Scenario 6 - FC Uplink Over-Utilization Congestion

VIC
» No congestion

[

-
-
L
’

RS
S
~~

)/ « No congestion

HIFs - Ethernetx/y/z

UCS Fabric

Interconnect

Network Interfaces

(NIFs) - Ethernetx/y

No congestion
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FC Uplinks

. High Rx datarate

FC uplinks

High Tx datarate .

Data Direction

oI
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Storage
Arrays

FC storage links
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Scenario 7 - FC Uplink Over-Utilization Congestion

VIC
+  TxWait HIFs - Ethernetx/y/z
; \ « L /  Tx Pauses
e Pause ¢
// ..\\‘ UCS FabrIC
VIC VIC VIC ool 'p Interconnect

o Wse
IFM

Network Interfaces
(NIFs) - Ethernetx/y
e Tx Pauses

FC storage links
* High Tx datrate

FC uplinks

* High Rx Utilization

9
~ -
~o Pte
~~~~~~

D t D- t- thah
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Scenario 8 - Array Rx Over-Utilization Congestion
VIC

-
-
L
’

RS
S
~~

No congestion

[

HIFs - Ethernetx/y/z
 High Tx datarate
/ (maybe)
I
oo UCS Fabric
o Interconnect

Network Intérfaces
(NIFs) - Ethernetx/y

High Tx datarate

(maybe)
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Scenario 9 - NIF to Fl Over-Utilization Congestion

VIC

TxWait

~~

HIFs - Ethernetx/y/z

-~
-
L
,

oo
~—o

« ) / « Tx Pause
Pause \\\

oo j S Fabric
grconnect

Network Interfaces
(NIFs) - Ethernetx/y
* High Rx Datarate

FC storage links

FC uplinks « High Tx datarate

 High Rx datarate

’
’
Piog
-
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Scenario 10 - VIC to HIF link Over-Utilization Congestion

VIC
« No con estion

o
Seo

HIFs - Ethernetx/y/z
* High Rx Datarate

_
~~~
~

..\\‘ UCS FabriC
o0 Interconnect

Network Interfaces
(NIFs) - Ethernetx/y
* High Rx datarate
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Culprits and Victims

New terminology to describe devices causing problems and
those affected

Culprits
Those devices causing congestion
Victims
Those devices affected by the congestion
Three types
1. Direct - Devices zoned with the culprit
2. Indirect - Devices zoned with the “direct: or “same-path”
victims
3. Same-path - Devices transmitting over the congested
network path

Understanding culprits and victims explains the scope of the congestion

See the following session for more details:
BRKDCN-2942 - SAN Congestion Management and SAN Analytics - Thursday June

12th 10:30 AM



http://ahrcanum.wordpress.com/tag/copenhagen/
https://creativecommons.org/licenses/by/3.0/

“Normal” congestion

Due to different link speeds between FC and Ethernet there can be normal PFC pauses
Ethernet has speeds: 10G, 25G, 40G, 100G etc.
Fibre Channel has speeds: 8G, 16G, 32G and 64G

As an FCoE exchange traverses different link speeds bottlenecks may be encountered

FCoE exchanges are mapped to individual links to ensure in-order delivery

This will result in PFC Pauses being sent to equalize transmission rates

These can be minimized but cannot be completely avoided!
No bottlenecks

32G FC
10G Ethernet
/' UCS Fabric
eeoe|V|C [eee]VIC J "ilnterco.n:'ec:t .
| oe .
eeoe|\/[C|eee]VIC E 1 P-:{/‘:, Q
®se|VIC |eee|VIC ' e
eeoe|\V[C|eee]VIC IOM' J o0
UCS 5108 25G Ethernet

Chassis w/servers

© 2025 Cisco and/or its affiliates. All rights reserved.

Storage
Arrays

Bottlenecks!

10G Ethernet

UCS Fabric
Interconnect /W
' \ R_RDYf
{ |eee]vic|eee|viC / Epause, ..i
see|ViC|eee]VIC i y .—f—.—'.”./ﬁ' N)
i |ese]yicleee|vic EP"””SE ..W: -
eee|\yiCleee] viC |OM] ..QCL
UCS 5108 25G Ethernet \W

Chassis w/servers

Arrays
D Data Direction
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UCS Congestion Troubleshooting Methodology

« SCSI/NVMe Read commands generate data towards the servers/VICs

« SCSI/NVMe Write commands generate data away from the servers/VICs

Follow Tx congestion to the source to find the culprit
 For Tx congestion (e.g. high Rx PFC rate)

» Check next hop where the PFCs Pauses are being received from
Follow Rx congestion to the source of the data to find the victim(s)

« For Rx congestion (e.g. high Tx PFC rate)

» Check next hop where data is being received from

© 2025 Cisco and/or its affiliates. All rights reserved. BRKCOM-2657 49
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Tx Congestion

Check next hop where the PFCs Pauses are being received from

© 2025 Cisco and/or its affiliates. All rights reserved.

Look here for
high PFC rate or

datarate \\

eee|ViCleee]ViC \

Possible TxWait

congestion

UCS Fabric

Interconnect
R_RDY

UCS 5108
Chassis w/servers

Data Direction

Pauses (RxPPP)

High Rate of Rx PFC Storage

Arrays

BRKCOM-2657
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Rx Congestion

Check next hop where data is being received from

Look here for high FC Tx
datarate or Tx FC congestion

Possible RxWait congestion
or high Rx datarate

UCS Fabric
‘ Interconnect
eee|VIC feee]VIC /
eoo eee]\/IC E %
eee|\/|C ooo I
( I X J V|C (X X J V|C

UCS 5108

Chassis w/servers High Rate of Tx PFC Storage
Pauses (TxPPP) Arrays

Data Direction
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Troubleshooting Workflows
Where to start?

Recommendation is to start in the MDS fabric and look for congestion
» MDS has excellent time and date stamped congestion logs
4 possibilities
» Upstream MDS is reporting TxWait congestion on FC uplinks to Fl
« Scenarios 1, 2 and 3

» Upstream MDS is reporting RxWait congestion on FC uplinks to Fl

 Scenarios 4 and 5

« Upstream MDS is reporting high Tx or Rx utilization

e Scenarios 6 and 7

« Upstream MDS is not reporting any congestion

» Scenarios 8, 9 and 10

© 2025 Cisco and/or its affiliates. All rights reserved. BRKCOM-2657
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Troubleshooting Workflow 1
If upstream MDS is reporting TxWait congestion on FC uplinks to UCS Fl

Congestion is within the UCS domain

Step 1
- . Scenario 1 - Fl to NIF Over-Utilization Congestion
* Check Tx Over-utilization on Ethernetx/y H.Fs-ahfnewz
links to IOM/IFM - Scenario 1 Lo

* [f found increase capacity on those links

e Check PFC Pause received(RxPPP) from
IOM/IFM on Ethernetx/y links |

Network Interfaces

(NIFs) - Ethernetx/y
« High Tx datrate

Storage
Arrays

* If RxPPP found go to Step 2

FC uplinks FC storage links
« TxWait on MDS *  RxWait on MDS

Data Direction

alfbal ]l
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Troubleshooting Workflow 1 - continued
If upstream MDS is reporting TxWait congestion on FC uplinks to UCS Fl

Step 2
« Check PFC Pause received (RxPPP) from VIC
on Ethernetx/y/z IinkS Scenario 2 - VIC to HIF Slow Drain Congestion
T HFs = Eermy/z
* If found check RxWait on VIC on Ethernetx/y/z N .
link - Scenario 2 W i S

.\/777

« |f significant RxWait found investigate individual
server for internal bottlenecks

.
i p‘s"s@
S
8

.
.
.
Network Interfaces \Q 0
(NIFs) - Ethernetx/y

« Rx Pauses Storage
: Arrays

e If no PFC Pause received (RxPPP) or no ‘
RxWait found go to Step 3

FC storage links
= TxWait on MDS * RxWait on MDS

ol I 1l I h
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Troubleshooting Workflow 1 - continued
If upstream MDS is reporting TxWait congestion on FC uplinks to UCS Fl

Step 3

* Check Tx Over-utilization on Ethernetx/y/z
links - Scenario 3

Scenario 3 - HIF to VIC Over-Utilization Congestion

L] I i vic . | | HIFs - Ethernetx/y/z
If found increase capacity from IOM/IFM to VIC e e o T
* Port expander vic | vic | vic UCS Fabric

m
o <7
" » Interconnect m
i R_RDY / \
peuse /

4

°
°
°
‘ Network Interfaces

« Updated IOM/IFM and VIC

ol
R_RDY
4@

(NIFs) - Ethernetx/y

+ Rx Pauses Storage

Arrays

FC uplinks
«  TxWait on MDS

Data Direction

alraln
© 2025 Cisco and/or its affiliates. All rights reserved. BRKCOM-2657 57 cilsco



Troubleshooting Workflow 2

If upstream MDS is reporting RxWait congestion on FC uplinks to UCS FlI

Congestion is within MDS SAN

 Indications in UCS include

« PFC Pause transmitted(TxPPP) from Fl on
Ethernetx/y links

» PFC Pause transmitted (TxPPP) from IOM/IFM
on Ethernetx/y/z links

e« Scenarios 4 and 5

 Troubleshoot FC congestion issue (See
BRKDCN-2942)

© 2025 Cisco and/or its affiliates. All rights reserved. BRKCOM-2657

Scenario 4 - Array Slow Drain Congestion

VIC
+ TxWait

HIFs - Ethernetx/y/z

se
o
L

\=Pau 4
vic | vic | vic f—ul. ¢
I~

IFM

/ + Tx Pauses
o

Network Interfaces
(NIFs) - Ethernetx/y

Tx Pauses

Il rights reserved

UCS Fabric
Interconnect

Storage
Arrays

FC storage links
+ TxWait on MDS

Scenario 5 - Array Tx Over-Utilization Congestion

+  TxWait

\

HIFs - Ethernetx/y/z

« - / + Tx Pauses
Pause

Y
VIC VIC viC

—\,\

)
7

Network Interfaces
(NIFs) - Ethernetx/y

» Tx Pauses

FC uplinks

UCS Fabric
Interconnect

Storag
Arrays

+  RxWait on MDS



Troubleshooting Workflow 3
If UCS FI or upstream MDS is reporting high datarate on FC uplinks

Scenario 6 - FC Uplink Over-Utilization Congestion

e Eemeni
/ + No congestion
u\"-.‘
U

UCS Fabric
Interconnec

|Congestion IS due to insufficient
-C bandwidth :

Scenarios 6 & 7 ‘ | ‘
Increase FC Iink bandWidth Via: \ 7 + High Tx datarate FCS;?I'\;'aa?te;;nn::DS

Network Interfaces
(NIFs) - Ethernetx/y
« No congestion

Data Direction

» Higher speed links

Scenario 7 - FC Uplink Over-Utilization Congestion

* More links into port-channels e A

Tx Pauses

\ Pause "3
Y TR UCS Fabric |

¢ ConSider Splitting port_ChanneI into VIC VIC VIC Ei\"’%e Interconnect
2-4 port-channels

[7 -

IFM S ' v’’’

Network Interfaces

(NIFs) - Ethernetx/y
+ Tx Pauses

FC uplinks
« High Rx Utilization
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Troubleshooting Workflow 4
If upstream MDS is not reporting any congestion on FC uplinks to UCS FlI

Congestion could be within the UCS domain
Congestion could be within MDS SAN

CheCk |In kS fOI" hlg h TX/ RX data rate Scenario 8 - Array Rx Over-Utilization Congestion

VICNo congestion HIF: _I%rﬁlc?gmylz
Scenarios 8, 9 and 10
_:_—_' : Interconnec t \ 555
IFM | : \
Ste p 1 : : : Network Ingf.a:;\ 7 7 } I
. o . (NIFs) - Ethernetx/y -
. . cea . « High Tx datarate (Q
Check FC links for high utilization o ) ;%
. !:C Flflzlllln;i datarate Storage
Scenarlo 5 FC uplinks
. Hignl"naTﬁed,a ate

If found increase capacity on links

alfbal ]l
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Troubleshooting Workflow 4 - continued
If upstream MDS is not reporting any congestion on FC uplinks to UCS FlI

Scenario 9 - NIF to Fl Over-Utilization Congestion

VIC
— HIFs - Ethernetx/y/z
Step 2 e
/ abric

VviC VIC VIC |

Check high Rx utilization on IOM/IFM to Fl on Ethernetx/y
links (Rx from FI’s perspective)

High Rx Datarate

Scenario 9 ‘ ‘ ‘ e

* If found there also should be PFC Pause transmitted L
(TxPPP) from IOM/IFM to VICs on Ethernetx/y/z links |~

 If found increase bandwidth on IOM/IFM to Fl links
Step 3

Check high Rx utilization on VIC to IOM/IFM Ethernetx/y/z
links (Rx from IOM/IFM’s perspective)

(NIF ) Eth tx}v
+ High Rxd t arate

Scenario 10 ‘
 If found increase bandwidth on VIC to IOM/IFM links
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show interface fc

show interface contains only basic FC info.

fcl/1 is trunking

Hardware 1is Fibre Channel, SFP is short wave laser w/o OFC (SN)

Port WWN is 20:01:00:3a:9¢c:£2:83:d8
Admin port mode is NP, trunk mode is on
snmp link state traps are enabled

Port mode is TNP q
Port vsan is 1 TX/RX Cred|t3
Operating Speed is 32 Gbps agreed to

Admin Speed is 32 Gbps
Transmit B2B Credit is 32
Receive B2B Credit is 64
Receive data field Size is 2112
Beacon is turned off
fec state is enabled by default
Belongs to san-port-channelll
Trunk vsans (admin allowed and active) (1,3511)
Trunk vsans (up) (1,3511)
Trunk vsans (isolated) ()
Trunk vsans (initializing) ()
5 minutes input rate 1745371760 bits/sec,218171470 bytes/sec,
5 minutes output rate 177147816 bits/sec,22143477 bytes/sec,
1280970913463 frames input,2428652799045228 bytes
0 discards, 0 errors
0 invalid CRC/FCS,0 unknown class
0 too long,0 too short
473576843374 frames output,821659884226636 bytes
0 discards, 0 errors
2 input OLS,35 LRR,2 NOS,0 loop inits
9 output OLS,4 LRR, 2 NOS, 0 loop inits
Receive B2B Credit performance buffers is 0
32 transmit B2B credit remaining
0 low priority transmit B2B credit remaining
ast clearing of "show interface" counters :never

110101 frames/sec
14531 frames/sec

Tx Credits remaining (real time)
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show interface priority-flow-control

show interface priority-flow-control displays the total PFC pauses from the FI’s perspective

Ethernetx/y links are links to IOM/IFMs

ﬁaw interface priority-flow-control \ o MOde _ PFC mOde _ ShOUId be On or AUtO

slot 1  Oper - Should be On
T VL Bmap - Indicates classes using PFC
R R e « 8isclass 3
Port Mode Oper (VL bmap) RxPPP TxPPP ° Mlght be two Classes |f ROCE
 RxPPP - Count of Received Per Priority

Tiheeneid /17 On On (8) 49230 0 Pause(PFC) by FI from IOM/IFM o
Ethernet1/18 on  On (8) 48042 0  TxPPP - Count of Transmitted Per Priority
Ethernetl1l/19 Oon Oon (8) 51126 0
Ethernetl/20 On  On (8) 53434 0 Pause(PFC) by FI f_rom IOM/IFM L
Ethernetl/21 on  On (8) 7991400 0 « Can be cleared using ‘clear qos statistics
Ethernetl/22 On On (8) 8060310 0
Ethernetl/23 On On (8) 7851333 0

(8) 7220608 0

/ Count is total of both Pause and UnPause!

If PFC is functioning properly these will

@ernetl/% On On
not normally be zero! Attt
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show interface priority-flow-control - continued

Ethernetx/y/z links are links from the IOM/IFMs to server VICs

@erneM/x/y are links to chassis 4
...etc...

ﬁ)ntinued \
Port Mode Oper (VL bmap) RxPPP TxPPP

Ethernetl/1/1 Auto On (8)
Ethernetl/1/2 Auto Off
Ethernetl/1/3 Auto On (8)
Ethernetl/1/4 Auto Off
Ethernet4/1/30 Auto Off
Ethernet4/1/31 Auto On (8)
Ethernet4/1/32 Auto Off
Ethernet4/1/33 Auto Off
Ethernet1/x/y are links to chassis 1

© 2025 Cisco and/or its affiliates. All rights reserved.
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Mode - PFC mode - Should be on or
Auto
Oper - Should be On
VL Bmap - Indicates classes using PFC
« 8isclass 3
* Might be two classes if RoOCE
RxPPP - Count of Received Per Priority
Pause(PFC) by HIF on IOM/IFM
TxPPP - Count of Transmitted Per
Priority Pause(PFC) by HIF on IOM/IFM
Can be cleared using ‘clear gos
statistics’
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show fex detail

» show fex detail shows which Ethernetx/y links go to which chassis

* Ethernetx/y/ links are links from the server VICs to IOM/IFMs

//;Low fex detail *\\\

FEX: 1 Description: FEX0001 state: Online
FEX version: 9.3(5)I43(5a) [Switch version: 9.3(5)I43(5a) ]

Fabric interface state:
Pol025 - Interface Up. State: Active
Ethl/17 - Interface Up. State: Active
Ethl/18 - Interface Up. State: Active
Ethl/19 - Interface Up. State: Active

\\\‘ Ethl/20 - Interface Up. State: Active 4///
[

alraln
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Datarate and PFC rate monitoring

« 4.3(4a) introduced:
* show logging onboard fc-datarate
+ show logging onboard datarate
« show logging onboard pfc

« Applies to 4G and 5G Fis (6454, 64108, 6536, etc.)
« 4.3(6a) introduced:

* show logging onboard datarate fex <x>
» show logging onboard pfc fex <xx>

» Applies to 2408 IOMs and 9108 IFMs
» Thresholds

» Datarate
» Datarate rising-threshold logged when 10 second average >= 80%
» Datarate falling-threshold logged when 10 second average <= 70%
« PFC
« PFC Thresholds(PFC per second): 10G - 300, 25G - 750, 40G - 1200, 100G - 3000
« PFC Rising threshold: 30% (e.g. 90 PFC/sec @ 10QG)
« PFC Falling threshold: 10% (e.g. 30 PFC/sec @ 10G)

© 2025 Cisco and/or its affiliates. All rights reserved. BRKCOM-2657
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FC uplink datarate monitoring

show logging onboard fc-datarate

» Shows high Tx and Rx datarate on the upstream FC links to MDS

* Average over 10 seconds

////’(nx—os)# show logging onboard fc-datarate ‘\\\\

Module: 1

Switch OBFL Log: Enabled
Notes:

- Sampling period is 10 seconds

Date and Time : Interface : Speed : Direction : KB per Sec : Link Utilization : Rising/Falling Thresholds
[11/01/2023 23:23:29] fcl/7 16G RX 28976 90% 80%/70%
[11/01/2023 23:23:29] fcl/7 16G TX 28957 90% 80%/70%
[11/01/2023 23:23:49] fcl/7 16G RX 0 0% 80%/70%
[11/01/2023 23:23:49] fcl/7 16G TX 0 0% 80%/70%
[11/01/2023 23:24:59] fcl/7 16G RX 30873 96% 90%/70%
[ ]

\\\\‘11/01/2023 23:24:59 fcl/7 16G TX 30859 96% 90%/70% 4////

alraln
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Ethernet datarate monitoring on Fl Server Ports

show logging onboard datarate

- Shows high Tx and Rx datarate on ethernetx/y links from Fl to the IOM/IFM

- Average over 10 seconds

(nx-os)# show logging onboard datarate

Notes:

Switch OBFL Log:

Notes:

- Datarate Sampling Interval:

Enabled

10 seconds

- Datarate Rising threshold: 80%

- Datarate Falling threshold: 70%

Date and Time Interface Speed Direction Counter Gb per Sec Link Utilization

Rising/Falling Thresholds

11/16/2023 15:07:22.939773 Ethernetl/15 10Gb/s Rx data rate falling 0.07 % 80%/70%

11/16/2023 15:15:53.388784 : Ethernetl/15 10Gb/s Rx data rate rising 9.05 90% 80%/70%

11/16/2023 15:16:03.390267 : Ethernetl/15 10Gb/s Tx data rate rising 8.01 80% 80%/70%

11/16/2023 15:18:33.457884 Ethernetl/15 10Gb/s Rx data rate falling 5.57 55% 80%/70%

11/16/2023 15:18:43.458456 Ethernetl/15 10Gb/s Tx data rate falling 4.77 47% 80%/70%

11/16/2023 15:07:12.938718 Ethernetl/16 10Gb/s Rx data rate falling 0.87 8% 80%/70%

alraln
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Ethernet datarate monitoring on IOM/IFM HIF Ports

show logging onboard datarate fex 3

- Shows high Tx and Rx datarate on Ethernetx/y/z links on links from the IOM/IFM to VIC
* Average over 10 seconds

* Applies to 24xx IOMs and 91xx IFMs

//T:;’;s)# show logging onboard datarate fex 3 *\\\\\\

slot 1

Notes:
Switch OBFL Log: Enabled

Notes:

- Datarate Sampling Interval: 10 seconds
- Datarate Rising threshold: 80%

- Datarate Falling threshold: 70%

Date and Time : Interface : Speed : Direction : Counter : Gb per Sec : Link Utilization : Rising/Falling Thresholds

10/23/2024 13:30:53.764663 : Ethernet3/1/1 : 10Gb/s : Rx : data rate rising 3 8,79 : 87% : 80%/70%
10/23/2024 13:31:03.829259 : Ethernet3/1/1 : 10Gb/s : Tx : data rate falling : 1.97 : 19% : 80%/70% 4’/////
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Ethernet PFC monitoring on Fl Server Ports

show logging onboard pfc
« Shows high PFC rate on ethernetx/y links from Fl to the IOM/IFM

* Note speed dependent thresholds

//::;’os)# show logging onboard pfc ‘\\\\\

Switch OBFL Log: Enabled

Notes:

- PFC Sampling Interval: 10 seconds

- PFC Thresholds (PFC per second): 10G - 300, 25G - 750, 40G - 1200, 100G - 3000
- PFC Rising threshold: 30%

- PFC Falling threshold: 10%

Date and Time : Interface : Speed : Direction : Counter : PFC per Sec : Percentage : Rising/Falling Thresholds

11/16/2023 16:04:18.500036 : Ethernetl/15 : 10Gb/s : Rx : pfc rate rising : 290 : 96% : 30%/10%

11/16/2023 16:06:18.579532 : Ethernetl/15 : 10Gb/s : Rx : pfc rate falling : 20 T 6% : 30%/10% 4’/////
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Ethernet PFC monitoring on IOM/IFM HIF Ports

show logging onboard datarate pfc fex <x>

« Shows high PFC rate on ethernetx/y/z links are links from IOM/IFM to server VIC

* Applies to 24xx IOMs and 91xx IFMs

(nx-os) # show logging onboard pfc fex 3

Switch OBFL Log: Enabled

Notes:

- PFC Sampling Interval: 10 seconds

- PFC Thresholds (PFC per second): 10G - 300, 25G - 750, 40G - 1200, 100G - 3000
- PFC Rising threshold: 30%

- PFC Falling threshold: 10%

Date and Time : Interface : Speed : Direction : Counter : PFC per Sec : Percentage : Rising/Falling
Thresholds
10/23/2024 13:26:13.675098 : Ethernet3/1/1 : 10Gb/s : Rx : pfc_rate rising : 200 : 66% : 30%/10%
10/23/2024 13:26:53.676343 : Ethernet3/1/1 : 10Gb/s : Rx : pfc_rate falling : 20 : 6% : 30%/10%
alraln
© 2025 Cisco and/or its affiliates. All rights reserved. BRKCOM-2657

72 cisco



VIC Txwait and Rxwait

VICs measure time paused in each direction

« Shows TxWait and RxWait from VIC’s perspective VIC logs with Tx/RxWait are included in

- UCS Chassis bundle
- IMM CIMC Bundle

adapter (macd) :3# waitstats O
PFC priorities active: 3

1 MIN DELTA TOTAL DESCRIPTION

0 1 RxWait Priff3 2.5us Count Steps to issue VIC commands
0 9462815 TxWait Pri#3 2.5us Count
Percentage RxWait for Pri#3 for last 5s/1m/1h/72h: 0%/0%/0%/0% 1. ssh to FI

Percentage TxWait for Pri#3 for last 5s/1m/1h/72h: 0%/0%/0%/0%

adapter (macd) :6# waitstatshistory 2. connect adapter 3/3/1
236 events from last boot, showing last 236, maximum 1024 3 attach—mcp
Notes:

- Sampling period is 20 seconds 4. vnic

- Only wait delta >= 100 ms are logged

| Interface | Priority | Delta Wait Time | Congestion | Timestamp S. attaCh maCd
| | | 2.5us ticks | seconds | |

| port 2 | TxPri#3 | 122636 | 0 | 1% | 250506-22:51:58

| port O | TxPri#3 | 119860 | 0 | 1% | 250506-22:51:58

| port 2 | TxPri#3 | 87142 | 0 | 1% | 250506-22:51:38

| port O | TxPri#3 | 77988 | 0 | 0% | 250506-22:51:38

| port 2 | TxPri#3 | 77442 | 0 | 0% | 250506-22:51:18
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Intersight Metrics Explorer

— Intersight allows the graphing of
Explorer s various metrics.

Chart Type Time Interval Granularity

O et o e e c Several metrics are there for
congestion:

Network Interface - Network RX Pri

Filter by @ . .
* Network RX Priority Pause Frames
Group by @
" "
Network RX Priority Pause Frames-Average - Network RX Utilization-Maximum s Network TX Priority Pause Frames-Average ) N etWO r‘ k I X P r I O r I t P a u S e F ra m e S
Network TX Utilization-Maximum
() Network RX Utilization - Maximum @ v
- L] -
X Distinct Endpoints ' New Display Options Query Code Result N t
* Networ ation
W HiZatl
< Si = Filter 576 results
Filter by ® - ngm [l
N imestamp Label Metric Value Ui Endpoints & N t
e e © Networ ilization

Apr 17, 2025 2:30 PM Network RX Priori... packets/s 942
Group by @

) Apr 17, 2025 2:30 PM Network RX Utiliz 942
Select grouping

Apr 17, 2025 2:30 PM Network TX Priori... packets/s 842

Apr 17, 2025 2:30 PM Network TX Ut 5 B % 942

@D Network TX Priority Pause Frames - Average Apr 17, 2025 2:40 PM Network RX Priori... packets/s

Metrics* © Apr 17, 2025 2:40 PM Network RX Ut
Network Interface - Network TX Pri Apr 17, 2025 2:40 PM Network TX Priori... packets/s
Apr 17, 2025 2:40 PM Network TX Ut 3 %

Apr 17, 2025 2:50 PM Network RX Priori... packets/s
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UCSM techsupport Include trace logs

Create and Download a Tech Support File

Options:

Create and Download a Tech Support File

(e) ucsm () ucsm-mgmt () chassis () fabric-extender () rack-server

Technical support data for the entire UCSM instance will bgfreated and downloaded to the
download location.

+'| Include Fabric Interconnect Trace Logs >

—
Selecting " Exclude Commands” reduces the tech support collection time by excluding all the CLI commands
from the file. Do not select this option unless advised to by TAC.

© 2025 Cisco and/or its affiliates. All rights reserved. BRKCOM-2657 76 cisco



IMM Techsupport

el Intersight

Dashboards
Operate

Servers

Fabric Interconnects
HyperFlex Clusters
Virtualization
Integrated Systems
Configure

Analyze

Automate

System

Settings
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€ Fabric Interconnects

F340-23-25-IMM-6536 FI-B @ Heatthy

Inventory Connections

Details

Health

© Healthy

Name

‘IMM-6536 FI-B

Peer Switch

User Label

UCS Domain Profile

UCS Domain Profile Status

OK

Model
UCS-FI-6536

Serial
I

Management P

Mode
Intersight

Bundle Version
4.3(4.240066)

NX-0S Version
9.3(5)143(4a)

UCS Domain Profile Topology Metrics

Properties

Cisco UCS-FI-6536

Q@HQWI

Locator LED (O Off

Mode

Ethernet Switching Mode

end-host

FC Switching Mode
end-host

Admin Evacuation Mode

Disabled

Operational Evacuation Mode
Disabled

VLAN Details

VLAN Port Limit
16000

Access VLAN Port Count
13

Border VLAN Port Count
n

Compressed Optimization Sets
0

BRKCOM-2657

Q Search C @ & 38

na vn

==}
@D Health Overlay

Access

IP Address

Subnet Mask
255.255.255.0

Default Gateway

MAC
8C:60:4F:FE:8F:B4

FC Zone Count

FC Zone Limit

FC User Zone Limit

FC Zone Count

FC User Zone Count

[ o738 aas

Turn On Locator
Upgrade Firmware
Enable Evacuation Mode

Reboot

Create Traffic Mirroring (SPAN) Session
Open TAC Case
Set User Label

Collect Tech Support Bundle
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UCSM Techsupport

« The UCSM Techsupport bundle contains:

» Techsupports for both Fis A & B

* sw_techsupportinfo - contains:

show interface priority-flow-control
show fex detalil

show logging onboard fc-datarate

* sw_trace_logs directory - contains:

datamon.log - show logging onboard datarate - Most recent entries
datamon_0.log - show logging onboard datarate - Older entries

pfcmon.log - show logging onboard pfc - Most current entries

pfcmon_0.log - show logging onboard pfc - Older entries

datamon_fexXXX.log - show logging onboard datarate fex X - Most recent entries
datamon_fexXXX_0.log - show logging onboard datarate fex X - Older entries
pfcmon_fexXXX.log - show logging onboard pfc fex X - Most recent entries

pfcmon_fexXXX_0.log - show logging onboard pfc fex X - Older entries
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Conclusion
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Conclusion

Troubleshooting congestion within the UCS domain
should no longer be a mystery.

« Ensure the UCS domain is at 4.3(6a) or later for the latest Agenda

enhancements The UCS Congestion Problem

* Follow troubleshooting workflows to determine UCS Domain Logical Network Layout

congestion type and location Flow Control Mechanisms

TxWait and RxWait
Congestion Types
UCS Congestion Points

* If problem is determined to be slow drain at a server,
then the server and applications must be investigated

* If problem is over-utilization, then the bottleneck

connection should have its bandwidth increased Troubleshooting Workflows

* More features are coming soon to make the data more
accessible!

UCS Congestion Commands
UCS Techsupport Commands
Conclusion

M
M
M
&
M
M
&
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™M
&
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Now available...

NI
CISCO

Detecting,
Troubleshooting,

and Preventing
Congestion in Storage
Networks

PARESH GUPTA, CCIE® NO. 36645
ciscopross.com EDWARD MAZUREK. CC|E® NO. 6448

Table of Contents
Chapter 1

Introduction to Congestion in Storage Networks
Chapter 2

Understanding Congestion in Fibre Channel Fabrics
Chapter 3

Detecting Congestion in Fibre Channel Fabrics
Chapter 4

Troubleshooting Congestion in Fibre Channel Fabrics
Chapter 5

Solving Congestion with Storage 1/0 Performance
Monitoring
Chapter 6

Preventing Congestion in Fibre Channel Fabrics
Chapter 7

Congestion Management in Ethernet Storage Networks
Chapter 8

Congestion Management in TCP Storage Networks
Chapter 9

Congestion Management in Cisco UCS Servers
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Additional Relevant Sessions
Storage Area Networking

» Cisco Live 2025 San-Diego
BRKDCN-2941 Advanced Storage Area Network Design - Tuesday June 10th 4:00 - 5:30 PM
BRKDCN-2942 - SAN Congestion Management and SAN Analytics - Thursday June 12th 10:30 AM
« On Demand Library
BRKDCN-2648 - What's New in NX-OS 8.x and 9.x for MDS and Nexus 9000 for SAN
BRKDCN-3002 - Dynamic Ingress Rate Limiting as a Real Solution to SAN Congestion
BRKDCN-3645 - SAN Insights-Real-time and Always-On NVMe Visibility at Scale
BRKDCN-3641 - Manage, Operate, and Optimize High-Performance Storage Area Networks

alfbal ]l
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Complete Your Session Evaluations

Complete a minimum of
4 session surveys and
the Overall Event
Survey to be entered in
a drawing to win 1 of 5
full conference passes
to Cisco Live 2026.

o0
0@

Earn 100 points per
survey completed
and compete on the
Cisco Live Challenge
leaderboard.

NG

Level up and earn
exclusive prizes!

N
Complete your surveys
in the Cisco Live
mobile app.
Y,
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Continue your education

¢

Visit the Cisco
Showcase for related
demos

2
(A

Book your one-on-one
Meet the Engineer
meeting

N
(3] I
0000 VY
MMM
Attend the interactive Visit the On-Demand
education with DevNet, Library for more
Capture the Flag, and sessions at
Walk-in Labs www.Ciscolive.com/
on-demand
J
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http://www.ciscolive.com/on-demand

Thank you CISCO Live |
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