Al-Directed Troubleshooting
for 3-Tier Applications CISCO Live !

Eliminate the Guesswork - Let Al Pinpoint the Problem!

Michael Raich Gatha Sehgal
Product Manager Product Manager =

BRKOBS-1023 | June 12, 2025




Cisco Webex App

8199 o (T -

Questions?

< Catalyst 9000 Series Switching Family =...

USG C|SCO WebeX App tO Chat geocggc;ogies. and features in the Catalyst
. . witches.
with the speaker after the session

Speaker(s)

Kenny Lei

Cisco Systems, Inc. | Technical Market...
H Categories
ow Technical Level
Intermediate (596)

ﬂ Find this session in the Cisco Live Mobile App

Networking (220)

o Click “Join the Discussion”

Breakout (453)

e Install the Webex App or go directly to the Webex space

‘ m Join the Discussion

Q Enter messages/questions in the Webex space

Enter your personal notes here

Webex spaces will be moderated by the speaker until June 13, 2025. \ j

]
© 2025 Cisco and/or its affiliates. All rights reserved. BRKOBS-1023 2 CiIsco



Agenda o1

02
03

04

05
06

0y

© 2025 Cisco and/or its affiliates. All rights reserved.

BRKOBS-1023 3

Welcome & Introductions
Get to know your speakers

The Troubleshooting Challenges
Why traditional tools fall short in 3-tier applications

Al as a Force Multiplier
Al's Impact on Troubleshooting

Feature Preview & Demo #1
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Welcome & Introductions

Get to know your speakers

Gatha Sehgal
Product Manager

& Driving Alerting, Cognition Engine (Powering Al
Capabilities), Log Observer Connect and Business
IQ (BiQ) areas.

)‘r‘ Engineer Turned Product Manager with 7+ years in
the observability space.

Passionate about solving complex challenges and

9 thrive at the intersection of technology, data and
customer needs.
o.qu_ Always up for Adventure - whether it’s sports or

road trips!

© 2025 Cisco and/or its affiliates. All rights reserved.
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Michael Raich
Product Manager

Driving roadmap for Al Troubleshooting and SAP
Monitoring areas.

Product Manager with 5 years in the observability
space; ex PMO and Tech Partner Ecosystem Lead.

Love to collaborate with partners and customers to
‘observe what matters.’

Ready to roll...into sports, music, and road trips!
Did | just copy Gatha? ©
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The Troubleshooting
Challenges




As Tech Stacks and Data Grow, the Big Picture gets Blurry

Logs
Application Delivery

| IT Operations - Logs: | Traces
DevOps 70

Events

I'T Operations

Security, Compliance and Fraud

© 2025 Cisco and/or its affiliates. All rights reserved.
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Microservices

User Experience i
Service Dependencies ||

Database Performance I

Message Queues =
Operating Systems

Custom Metrics I

RED Metrics m
Serverless Functions =
Cl/CD

Containers / Kubernetes

Networking

Load Balancers =

Caches

. Syslog
.. Configuration“Files m
Flles\X’stem Audit Logs =
eb Access Logs =
Web Proxy Logs =

Wire Data

Business Process Logs
Management and Logging APls =

Notable Events

Alerts

Windows Events
Packet / Flow Data =
Call Detail Records =

Clickstream Data m




Too Many Tools, Too Little Insight
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Data is Moving Faster Than
Human Insight can Follow




The Troubleshooting Challenge

“Correlating data across the stack requires multiple
engineers to spend time on a single issue”

.
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More Stacks & Data= Less Clarity

J

\

Too Many Tools, Too Little Insight

J

Data Outpaces Humans Insights
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Al in Troubleshooting:
Why Now?




’\I’s Impact on Qableshootin

67%

Faster RCA

~N

-

70%

Faster MTTD

Yo

90%

Downtime Reduction
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Where are you in your
Observability Journey?




The Evolution of Monitoring and Observability

From Reactive to Autonomous: Tracing the Journey to Al-Directed Troubleshooting

Reactive
(Basic)

Issue Detection
after Failure

© 2025 Cisco and/or its affiliates. All rights reserved.

Proactive

(Smarter)

Addressing Issues
before major impact

Predictive
(Al-Driven)

Anticipating Failures

BRKOBS-1023

Autonomous

(Self-Healing)

G

Automated detection
and remediation

]
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Where Al Fits in your
troubleshooting Journey




The Incident Management Workflow

The Workflow That Al is About to Transform

Detect & Prioritize

Is there an issue?
Is it important?

Incident Triage & Investigate

Where is it coming from?
Where to look for?

Assess impact &
escalation

Investigate “room-
by-room”

Assemble war room
& secure alignment

Reproduce/Isolate
the issue scope

Align on telemetry
and gather context

Figure out who to
engage

© 2025 Cisco and/or its affiliates. All rights reserved. BRKOBS-1023

Postmortem

What did we learn?
How can we improve?

Remediate
How do | fix?

Respond
Who do | call?

-— —— ) — () s—() s—

Apply immediate Execute . Document
mitigation steps runbooks RCA report
Identify root

Assemble war Create/Improve
room cause runbooks

Validate
resolution

]
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What’s Available Today: Al/ML in Splunk AppDynamics

Troubleshoot Smarter and Faster with our current Al/ML Capabilities

4 N\ [ N\ A
°o° :. O .:
Dynamic Baselines Anomaly Detection Suspected Cause
\_ J O\ J O\ J
Baseline applications normal Detect anomalies across Business Pinpoint the Top Suspected Cause
behavior every hour and account Transactions, Browser & Mobile behind the detected anomalies.
for seasonality. Applications, Infrastructure and

Databases.

]
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Rethink Troubleshooting in the Age of Al

Let Al surface causes and suggest next steps - before your team even asks.

Incident Detect & Prioritize | Triage & Investigate = Respond Remediate Postmortem
Is there an issue? Where is it coming from? Who do | call? How do | fix? What did we learn?
Is it important? Where to look for? How can we improve?

— — e ) e e

Al-Directed Troubleshooting

= Al Generated root cause analysis
= Al-Driven Insights on business and end-user impact
» Incident summarization and recommendation

]
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Al-Directed Troubleshooting
for Health Rule Violations




The Event triggering the Al-Directed Troubleshooting

Outcome: Reduced MTTR with Al Driven Suspected Root Cause Analysis

© 2025 Cisco and/or its affiliates. All rights reserved.

Anomaly Detection and Health Rules complement each other

How it works

Configuration

Events

Entity Coverage

Anomaly Detection

Uses Machine Learning to discover the

normal ranges of key Business Transaction
metrics and alerts you when these metrics
deviate significantly from expected values.

No configuration except when you want to
limit Anomaly alerting.

An Anomaly is a series of Anomaly events.

Anomalies are associated with Business
Transactions.

BRKOBS-1023

Health Rules

Applies logical conditions that one or more
metrics must satisfy. They are perfect for
capturing clear-cut logic of SLAs; as well as
complex conditional expression.

Some default sets provided by
AppDynamics, but generally manually
configured as desired, including Time
Periods, Trends, and schedules.

A Violation is a series of Health Rule
violating events.

Health Rules can apply to any entity.

19
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AppD Troubleshooting Journey for Health Rule Violations

Detect and Prioritize

Health Rule Violation - Business Transaction response time Is much higher than nomal by percent - 11/21/24 9:06:55 AM @ X

Health Rule Business Transaction response time is much higher than normal by percent ! state Resolved
Business Transaction Performance (load, response time, slow calls, etc) 2ule Viclatio " 11/21/24 8:56:55 AM - 11/21/24 9:06:55 AM

c /web-api/confirmReward 10 minutes

View Dashboard During Health Rule Violation .55 AM - 11/21/24 9:45:55 AM

39 minutes

Timeline

Health Rule Violation Events (3 of 4) 7 [} Health Rule Violation Started - Critical

Severity  Type Start Time Summary Actions Executed (0)

n Started - Critical 11/21/24 9:06:55 AM
AppDynamics has detected a problem with Business Transaction /web-api/confirmReward.
i T i ime i i | ed violati w critical.
Downgraded- Warning 11/21/24 9:43:55 AM Business Transaction response time is much higher than normal by percent started violating and is now critical
All of the following conditions were found to be violating
For Application AD-Financial-Next:

1) Average Response Time (ms) Baseline Condition

o Ended - Warning 11/21/24 9:45:55 AM

Average Response Time (ms)'s value 3179.00 was greater than baseline-based calculated value 1000.00 by 200.00% for the last 10 minutes
Baseline used here is 'Daily Trend - Last 30 days'.

2) Calls per Minute Condition

Calls per Minute's value 25.00 was greater than th shold 10.00 for the last 10 minutes

]
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AppD Troubleshooting Journey for Health Rule Violations

Triage: where is it from?

© 2025 Cisco and/or its affiliates. All rights reserved.

/web-ap

i/confirm
Daward

Dashboard Events Slow Response Times

Transaction Flow Map v

(¥  Baseline.. v 11/21/24

Errors Transaction Snapshots

8:56 AM - 11/21/24

Transaction Score

Legend E-E: t} H l_:? La

BRKOBS-1023

paring against Baseline data

9:45 AM v B

DB Queries

Events
Health Rule Violations Started
Business Transaction Health

Anomalies Started

Security Health

Business Risk

Vulnerabilities (Real-time)

Critical High Medium
’ 9 377 185

Attacks (Last 49 Minutes)

Exploited  Blocked Attempted
@ o 0
Transaction Scorecard

Normal

custom Vv

Actions v

Low

@0

21
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AppD Troubleshooting Journey for H

Investigate: where to look for?

© 2025 Cisco and/or its affiliates. All rights reserved.

Dashboard

Events Slow Response Times

9:15AM

Very Slow Slow Stall

A4 e

Filters Actions

Time

11/21/24 9:45:54 AM

11/21/24 9:45:37 AM

11/21/24 9:44:26 AM

11/21/24 9:44:06 AM

11/21/24 9:44:02 AM

11/21/24 9:43:52 AM

11/21/24 9:43:50 AM

BRKOBS-1023
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Configure

Exe Time (ms)
2,612
1,964
1,521
2,965
1,533
2,230

2,525

Errors Transaction Snapshots

9:30 AM

Transaction Score

9:35 AM

— Average Response Time

/auth-services/authenticate

/auth-services/authenticate

/auth-services/authenticate

/auth-services/authenticate

/auth-services/authenticate

/auth-services/authenticate

Business Transaction

/web-api/confirmReward

/web-api/confirmReward

/web-api/confirmReward

/web-api/confirmReward

/web-api/confirmReward

/web-api/confirmReward

/web-api/confirmReward

DB Queries

Normal
Slow
Very Slow
Stall

Errors

Tier

fraud-detection

auth-services

auth-services

auth-services

auth-services

auth-services

auth-services

ealth Rule Violations

Q

Showing 290 of 290
Node =
fraud-detection-...
auth-services-1-0
auth-services-1-0
auth-services-1-0
auth-services-1-0

auth-services-1-0

auth-services-1-0

22
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AppD Troubleshooting Journey for Health Rule Violations

Investigate: where to look for? And more.

© 2025 Cisco and/or its affiliates. All rights reserved.

User Experience: Very Slow

t,‘. Transaction: c96893f4-bbfa-4594-0406-83d6a9c38cdS

Overview Slow Calls and Errors Waterfall View Segment List Data Collectors

Execution Time
m

End to End Latency Time
Timestamp

Business Transaction
i/confirmReward

More Details )

Drill Down

ntial Iss ® 4
com.java.acme.WebConnect.post
WebRequest

http://api-services:8080/api-servi
nfirmReward

com.java.acme.WebConnect post
WebRequest

http:/transaction-servi 8080/t
ransaction-services/confirmRewa
rd

]
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AppD Troubleshooting Journey for Health Rule Violations

Investigate: where to look for? And more. And more.

Overview Partial Call Graph Slow Calls & Errors DB & Remote Service Calls Server Network More Actions v

tTime 0ms Block Time Node  web-api-Node--10 fir P - a Partial Call Graph

Detalls Filters Showing 10 of 10

hrez

£8 iavalang.Thread:run:748 0 ms (self)

D HTTPServiet:service: 742 0 ms (self)

D HTTPServiet:service:661 0 ms (self)
c Servlet - dispatcherServlet:doService:925 0 ms (self)
D Servlet - dispatcherServlet:doDispatch:991 0 ms (self)

0 ms (self)

0 ms (self)

.:. Spring Bean - webApiController:confirmReward:130 0 ms (self)

gg com.java.acme. WebConnect:postWebRequest:83 0 ms (self)

gg com.java.acme.WebConnect:postWebRequest:126 130,387 ms (..  100%

]
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AppD Troubleshooting Journey for Health Rule Violations

Investigate: where to look for? And more. And more. And more.

© 2025 Cisco and/or its affiliates. All rights reserved.

Name

Type

Method

Line Number

Exit Calls

Type

HTTP

. f Time 130,387ms
com.java.acme.WebConnect:postWebRequest

POJO
com.java.acme.WebConnect
postWebRequest

126

Total Time 130,387ms

Details Block: 0 ms, Wait: 0 ms

Details Count Time (ms) % Time

http://api-services:8080/api-services/confirmRe... 130386 100%

HTTP Exit Call

Time
From
To

Details

Properties

BRKOBS-1023

Start Time

From

web-api

To

api-services

Drill Down into Downstream Call

130,386ms

web-api

api-services
http://api-services:8080/api-services/confirmReward

1732198813746

25
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AppD Troubleshooting Journey for Health Rule Violations

Investigate: where to look for? And more. And more. And more. And more.

® Vv H 0

Details Filters  Set Root Export Showing 16 of 16

Name Time (ms) Percent % Thread State Exit Calls / Threads *

gg java lang Thread:run.748 0 ms (self)

c HTTPServiet service:742 0 ms (self)

c HTTPSenvietservice:s61 0 ms (self)

c Servlet - dispatcherServlet:doService:925 0ms (self)

c Servlet - dispatcherServlet:doDispatch:986 0ms (self)

é Spring Bean - baselnterceptor;preHandle:58 0 ms (self)

gg com.java.acme.process.CPUSpikeProcess:Start:10 0ms (self)

71,108 ms (s 95.6%

Sus pected Root Cause £5  comjava.acme.process.CPUSpikeProcess:FindBigPrime:41

© 2025 Cisco and/or its affiliates. All rights reserved. BRKOBS-1023 26 CIsco



New: AppD Troubleshooting Journey for Health Rule Violations

Detect and Prioritize

“ Al Root Cause Analysis: Health Rule Violation - Business Transaction Health - 04/24/25 12:41:55 PM

Violation Details

alth Rule Business Trans: Health View Dashboard During Health Rule Violati

alth Rule Type  Business Transaction Performance (load, response time, slow calls, etc)
Affec m payment:
The health rule violation occurred in the ‘payment-service’ application component, specifically affecting the ‘/payments/1232" business transaction. The issue was detected between "04/24/25 03:26:55 PM" and '04/24/25 03:42:40 PM’, with the severity escalating to "CRITICAL" at "0.
03:41:55 PM'". The violation was triggered by performance degradation in key metrics, indicating potential bottlenecks in transaction processing.
Violated Metrics:
Average Response Time (ms): Observed value "106.00" exceeded the threshold "100.00" for the last 15 minutes.
Calls per Minute: Observed value "51.00" exceeded the threshold '1.00 for the last 15 minutes.

The violation is classified as "CRITICAL’, suggesting significant performance impact on the */payments/1232" transaction. The issue persisted for 15 minutes, with no indication of resolution or downgrade during the monitored period. Immediate investigation into transaction load and response time
bottlenecks is recommended to prevent further degradation.

Suspected Root Causes Violation Events How are thes

Transaction-Level Bottleneck Identified

A delay in execution was observed in the ‘payment-service’ application component, specifically affecting the '/payments/1232" transaction. Key delays include 5.598 seconds in "EpoliSelector::select’” and 931 milliseconds in "{request} . These delays contributed to
degraded user experience, with multiple nodes reporting "VERY_SLOW" performance. The issue is classified as a 'TIER -level bottleneck, indicating potential inefficiencies in transaction processing within the application tier.

JVM and Hardware Analysis Unavailable
Analysis for JVM and hardware metrics could not be retrieved due to errors in fetching deviating node metrics data. This limits further insights into potential infrastructure-level causes

Summary

The primary issue lies at the transaction level, with significant delays in execution impacting response times and user experience. While the transaction bottleneck is evident, the absence of JVM and hardware metrics restricts a comprehensive root cause analysis.
Further investigation into application-tier processing and supporting infrastructure is recommended

Sources

1. Snapshot: 7159475b97a540bf96e9d29aa354c6ac
2. Snapshot: eb38483663b0476b9b3593d0a43c5dbf
3. Snapshot: 08e6043625a84c3ba2e6654f13d0ae59
4, Snapshot: 08e6043625a84c3ba2e6654113d0ae59
5. Snapshot: b4fc3aeb1df346219af8c633be7d94bc

]
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New: AppD Troubleshooting Journey for Health Rule Violations

Next: 1-click RCA
® v T

Detalls Fiters  Sat Root Expart Shawing 16 0f 16

Name Time (ms) Percent % fe it Calls / Threads *

gg java lang Thread:run748 0 ms (self)

D HTTPServlet service:742 0ms (self)

c HTTPSenvetservice 661 0ms (sel

D Servlet- dispatcherServiet doService:925 0 ms (self)

E Servlet - dispatcherServlet doDispatch986 0 mes (self)

é Spring Bean - baselnterceptor preHandle:58 0ms (self)

gg com.java.acme.process.CPUSpikeProcess:Start 10 0ms (self) 0%

£8  comjava.acme process.CPUSpikeProcess FindBigPrime:1 Ti08ms(s. 956%

]
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Basic AppD Troubleshooting Journey for Health Rule Violations

Now: Detect and Investigate

Suspected Root Cause sl

DU LU A
© 2025 Cisco and/or its affiliates. All rights reserved. BRKOBS-1023 29 CIsco



Al-Directed Troubleshooting for Health Rule Violations

Reduce MTTR and supercharge RCA with Generative Al capabilities

Faster Investigations
XA
Do _oC

000

~$o%r 1-click RCA; more context on your

incidents; guided troubleshooting

Insight-driven decision making

Surface and summarize suspected
root cause(s) for Health Rule
Violations

Lower the learning curve

Remove knowledge barriers;
Democratize observability

© 2025 Cisco and/or its affiliates. All rights reserved.

Health Rule Violation - Business Transaction Slow User Experience - 06/05/25 5:04:55 AM - 06/05/25 6:05:55 AM

Summary | Al-generated

The health rule violation pertains to the "Inventory Admin" business transaction within the "Inventory-Admin" application component of "AD-Ecommerce.” The issue, c: s "Business Tr; ction Slow User Experience,’ was flagged as critical from 06/05/25 08:¢ AM 10 06/05/25 09:05:55

AM. The violation is linked to a high percentage of slow transactions and sustained call activity ding defined thresholds.
Violated Metrics:

Slow Transaction Percentage:
+ Threshold: »5.0
+ Observed Values: 10.00% 08:34:55 AM - 09:04:55 AM), 11.80% (09:04:55 AM - 09:05:55 AM)
Calls per Minute:

held: =0.00

rved Values: 10.00 (08:04:55 AM - 08:34:55 AM), 4.00 (08:34:55 AM 14:55 AM), 1.00 (09:04:55 AM - 09:05:55 AM)

The violation remained critical throughout the monitoring period, with no signs of improvement or downgrade. The slow transaction percentage co eded the threshold, peaking at 17.1 ile call activity persisted abave the minimum threshold. Immediate investigation into transaction

performance and call volume is recommended to mitigate the e.

5" Suspected Root Causes Violation Events How are these ranked?

Remote Backend Latency Impacting Transactions

The analysis identifies a remote backend issue involving "log4shell:8080" as the primary cause. Transaction snapshots reveal execution times of 11.021 s and 11.012 s on the "ecomrinventory-admin—1" node, leading to a "SLOW" user experience classification. The
backend interaction, specifically the query "http://logdshell:8080/search,’ is a key contributor to the observed delays. This latency likely exacerbates the high percentage of slow transactions (peaking at 17.10%) and impacts response time SLAs for the “Inventory Admin’
business transaction.

Sources

Inter-Tier Latency Between Inventory-Admin and Inventory-Services

The suspected cal sue is identified as an inter-tier latency anomaly between the “Inventory-Admin” and “Inventory-Services” components. Transaction execution times on the "ecom-inventory-admin-1" node consistently exceeded 11 seconds (e.g., 11.049 s,
11.025 s), resulting in a “Slow" user experience classification. This latency likely contributed to the observed high percentage of slow transactions, peaking at 17.1 The anomaly is linked to the "Inventory Admin" bt ess transaction, with a specific query to
“http:/finventory-svc:8080/inventory/stocl mUuid=1234" being a potential bottleneck. Further investigation into the inter-tier communication and service dependencies is recommended to address this performance degradation.

BRKOBS-1023 30 cisco



Demonstration: f
Al Directed Troubleshooting for Health Rule
Violations

© 2025 Cisco and/or its affiliates. All rights reserved. 31 CIsco



Al-Driven Root Cause
Analysis & Recommendations




Al-Driven Root Cause Analysis & Recommendations

Pinpoint the root cause of anomalies and reduce MTTR with guided next steps

Mi

Concise Al Summary

Receive Al generated summary that
saves times and helps you focus on
what matters most.

Root Cause Discovery Made Simple

Identify suspected causes with ease,

empowering faster, data-driven
decisions.

Actionable Next Steps

Get relevant recommendations and
sources to guide your next steps with
confidence.

© 2025 Cisco and/or its affiliates. All rights reserved.

Anomaly - 06/05/25 10:16:00 AM to 06/05/25 10:31:00 AM

Resolved

/orders
©) Critical { 06/05/25 10:16:00 AM }

Summary | Al-generated

* Suspected root causes 2

Slow Method Execution in
‘OrderServiceNode_27MayTest123"

High Response Time an Yorders’
Endpoint Due to JOBC Backend

High latency and errors in the
Order Service Component

Inadequate connection
handling

BRKOBS-1023

M, and |ater
The

Rank: 1

mo

Average Response Time (ms)

Recommendation

4$ Recommendations

Optimize connection handling mechanism

Sources
1. Text link
2. Text link

3. Text link

Top Deviating Metrics

s AM

Average Response Time (ms)

va lang Thread.ru

33
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Demonstration:
Anomaly Detection 2.0: Al-Driven Root
Cause Analysis & Recommendations




splunk> AppDynamics

Main Menu
Applications

Slow Response Times Errors Transaction Snapshots Transaction Score DB Queries

Q Baseline...
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Actions
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Key Takeaways and
What’s Next




Al’s Impact in a Nutshell

DiAE
5o e
oim ~Sere
Reduce Human Effort Shrink Time Reduce MTTx

alualn
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What’s Next in Al for AppDynamics

Now (Available Today)

Next

Later *

Dynamics Baselines
= Business Transactions

Anomaly Detection

= Business Transactions (ART,
CPM, EPM)

= User Experience - Browser,
Mobile (Page Load Time)

= |Infrastructure (Server - CPU,
Memory)

Health Rule Violations
= 1-click RCA Summarization for
Business Transactions

Anomaly Detection

« RCA Summarization and
Recommendations for
Business Transactions

Health Rules Violations

= T-click RCA Summarization for
JVM/CLR/HW/Database

= Recommendations &
Remediations

= Adaptive Criteria

Alert Aggregation / Grouping

Chat-based and Embedded
Insights (RCA, etc.)

EUM Troubleshooting

Webex/Slack/Teams Al Agents

© 2025 Cisco and/or its affiliates. All rights reserved.
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* ltems listed here are not formally committed at this point
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Complete Your Session Evaluations

Complete a minimum of
4 session surveys and
the Overall Event
Survey to be entered in
a drawing to win 1 of 5
full conference passes
to Cisco Live 2026.

2o
00

Earn 100 points per
survey completed
and compete on the
Cisco Live Challenge
leaderboard.

N
Level up and earn Complete your surveys
exclusive prizes! in the Cisco Live
mobile app.
Y,

© 2025 Cisco and/or its affiliates. All rights reserved.
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Continue your education

© 2025 Cisco and/or its affiliates. All rights reserved.

Contact us at mraich@cisco.com or gatsehga@cisco.com
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Visit the Cisco Book your one-on-one Attend the interactive Visit the On-Demand
Showcase for related Meet the Engineer education with DevNet, Library for more
demos meeting Capture the Flag, and sessions at
Walk-in Labs www.Ciscolive.com/
on-demand
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http://www.ciscolive.com/on-demand

Join us
at .conf!
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Thank you CISCO Live !
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