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Cisco Webex Teams

Questions?
Use Cisco Webex Teams to chat
with the speaker after the session

How
‘ Find this session in the Cisco Live Mobile App

@ Click “Join the Discussion”
‘ Install Webex Teams or go directly to the team space
‘ Enter messages/questions in the team space

Webex Teams will be moderated
by the speaker until June 16, 2019.

Cisco (l'l/c;/ HCLUS
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AcronymS/DeﬂnitiOnS Reference Slide Icon = @
CActonyms  Defiufons  Acoyms  Defmors

ACI Application Centric Infrastructure SVI Switch Virtual Interface

ACL Access Control List VIC Virtual Interface Card

API Application Programming Interface VNID Virtual Network Identifier

APIC Application Policy Infrastructure VPC Virtual Port-Channel

Controller

BD Bridge Domain VRF Virtual Routing and Forwarding

COOP Council of Oracle Protocol VTEP VXLAN Tunnel Endpoint

ECMP Equal Cost Multi Pathing VXLAN Virtual Extensible LAN

EP Endpoint

EPG Endpoint Group

KVM Keyboard, Video, and Mouse

MP-BGP Multi Protocol BGP

pcTag Policy Control Tag

el
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Day 1: Why ACI? o

You make networking possible
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Why ACI?
Challenges of Today

Management

* CLI to every Device

* Manual Configuration - Takes Time

* Coordination between Network and
Server Team

 Harder as we scale!

Functionality

« Static Configuration

« Allow all Traffic by Default

* Spanning Tree to Prevent Loops

Access

ol
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Why ACI?

ACI Overview

Application Centric Infrastructure
Software Defined Networking built on Nexus 9000
Control Plane is Decoupled From the Data Plane

Mod Ports

Spinel# show module

Module-Type

Model StatusA‘\\

48x10/25G+6x40/100G Switch

32 32p 40/100G Ethernet Module N9K-X9732C-EX ok
22 o Fabric Module N9K-C9504 - Fm-E ok
23 0 Fabric Module N9K-C9504-FM-E ok
24 0 Fabric Module N9K-C9504- FM-E ok
26 0 Fabric Module N9K-C9504- FM-E ok
27 © Supervisor Module N9K-SUP-A Active
28 © Supervisor Module N9K-SUP-A Standby
Leaf4# show module
Mod Ports Module-Type Model Status

N9K-C93180YC-EX ok

APIC Cluster
Cisco(l'l/c;/ #CLUS BRKACI-1001
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What is ACI?

ACI Overview

Management

* Fabric is managed by APIC

« All configuration exposed via API

« Switches join fabric in a few clicks!

Functionality

* No spanning Tree - ECMP Routing
* Dynamic Configuration

«  Whitelist Model (customizable)

APIC Cluster

ol
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Why ACI?

Functionality
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Why ACI?

Functionality

A layer 3 network running ISIS is configured automatically by your APIC cluster
to provide a routed underlay network between leafs and spines - user does not
have to understand and build underlay

A overlay network is built using a enhanced version of VXLAN to allow layer 2
switching across the fabric as well as per VRF routing across the fabric - user
does not have to understand how to build overlay

VXLAN VNIDs are used to separate layer 2 switching as well as layer 3 routing

vl
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Why ACI?

Management Overview

cico APIC win @ O O
. System Tenants Fabric Virtual Networking L4-L7 Services Admin Operations Apps Integrations
G UI g IVeS fu | I QuickStart Dashboard Co System Settings Smart Licensing Faults Config Zones Events Audit Log
i ault Counts By Domain
visibility into the ontroller Status Fault Counts By Domai
e nti re SySte m [ Hide Acked Fauits [ Hide Delegated Faults
S0 N ® Admin Operational Health — a - o
ame State State State SYSTEM WIDE 1 3 10 0
Access 1 0 0 0
Controller status 1 apic1 10.0.0.1  In Servi ™ Fylly Fit vl s e oo
h W f h Framework 0 0 0 0
shows state ot the §, apic2  10.0.0.2 InServi.. "™ Fully Fit _ _ I
APIC Cluster- e e s Management ] a Q ]
3 apic3 10.0.0.3 In Servi Fully Fit 4 Securty 0 o 0 0
200 Ell Tenant 0 0 0 0
[{1 4+
Fully FIF means Nodes With Health < 99 9 g | rautCountsBy Type
a | I A P I C S a re In  Name 50D 1D Health Scom [ Hide Acked Faults [] Hide Delegated Faults
Leaf101 1 98 Fault Level: A A (]
Syn C a n d Leaf102 1 - ‘Communicatio... 1 Q ] 0
communicating 1 e oo e o
Leaf104 1 88 Environmental 0 o 6 0
Spine201 1 spine m Sl ¢ g & ¢
Tenants With Health < 99 99 ) /[ Controller Status
- Name Heaith Score Admin Operational Health

D Name P

Cisco (( '/6/

No items have been found.
Select Actions to create a new item

HCLUS BRKACI-1001
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1 apic1 10.0.0.1  In Servi... m Fully Fit
2 apicz 10.0.0.2  In Servi... m Fully Fit
3 apic3 10,003  In Servi.., m Fully Fit
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Why ACI?

Management Overview

e
Cisco AP‘C
System Tenants Fabric
tart Dashboard C

Faults are raised
for VariOUS System Health

Virtual Networking

L4-L7 Services

Faults Config Zones

= X-X-X:]

zoom [TH] 1D [ 1M 1¥ [ AIl |
reasons to warn
user of issues in
the environment.

["] Hide Acked Faults

SYSTEM WIDE

Faults are

Fault Counts By Domain
[] Hide Delegated Faults

Fault Level: A

A o

3

10

Access

classified based
on severity of the
error

External

Framework
Infra
Management
Security

Tenant

Cisco (( '/6/
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Admin Operations Apps Integrations
Audit Log
i Fault Counts By Domain
[ Hide Acked Faults [ Hide Delegated Faults
Fault Level: N s 0
SYSTEM WIDE 1 3 10 0
Access 1 0 a 0
External a 0 a 0
Framework Q 0 Q 0
Infra Q 3 10 0
17:00 17:05
Management Q Q Q o
Security o 0 0 0
Tenant o 0 o 0

Fault Counts By Type

[] Hide Acked Faults [[] Hide Delegated Faults

Health Score

m Fault Level: AN A (1]

m Communicatio... 1 0 0 0
m Config 0 0 0 Q
m Enviranmental 0 0 6 0
m Operational 0 3 4 0

J

Controller Status

D Name P Admin Operational

BRKACI-1001

State State

Health
State

1 apicl 10.0.0.1  In Semi... m
2 aplc2 10.0.0.2  In Semi... m
3 apic3 10.0.03  InServi.. [EEE
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Fully Fit
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Why ACI?

Management Overview

i APC

= X-X-X:]

System Health i
Zoom [T 10 [ [ 1 [ AT
Fault Counts By Domain
[] Hide Acked Faults [[] Hide Delegated Faults
100 Fault Level: N s 0
@ -o—hhoq—H—o—ho*o—o—o—o—hoq—o—o—o—hH—o—H—oq—o—hh.—o—hhoq—o—v)*** SYSTEMWIDE 1 3 10 0
S Access 1 o 0 o
v 50 External 0 0 0 0
Framework Q ] Q 0
0 Infra Q 3 10 o
14:00 14:30 15:00 15:30 16:00 16:30 17:00 17:30 Management Q 0 Q 0
Time Security 0 0 Q 0
Tenant 0 0 o 0
» . o oo R ...
L w1 Fault Counts By Type
[] Hide Acked Faults [[] Hide Delegated Faults
Leaf101 1 leaf ﬁ Foult Level & A 0
Leaf102 1 e m Communicatio... 1 1] a ]
Health scores are driven o : (& | cort Cooe e
Leaf104 1 e m Environmental a 1] 6 ]
based on faults and 1 — oo 0 3 4 0

eventS Tenants With Health < 99

“ Name Health Score

Can be viewed system F—
wide or per object |

Controller Status

Admin ‘Operaticnal Health
- Name 7 State State State
1 apicl 10.0.0.1  In Semi... m Fully Fit
2 aplc2 10.0.0.2  In Seni... m Fully Fit

apic3 10.0.0.3  InSemvi.. ~  Fully Fit

vl
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Why ACI?

Management Overview
'(I:IIIS'CIIO“ APIC (caO-A) Q) What are you looking for? carschmi o oo e o

System Tenants Fabric Virtual Networking L4-L7 Services Admin Operations Apps Integrations

Inventory | Fabric Policies | Access Policies

Fabric Inventory  [=
and Topology are
centrally
managed.

Topology - Pods: 3 @ o

o

Summary Topology Global End-Points Interface Interfaces And Policies Troubleshooting
<4
Pod 1 - 10.0.0.0/17
Configuration Zones

a-spine2

a-spinel Hide “ Show

> O
i

=)
> @
(="
]
|
]
[—

Clicking on
Objects will drill

down further
a-leaf101 a-leaf102 a-leaf103

=

a-apicl a-apic2

vl
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Day 2.
nfrastructure and \°
Policies o o

/7 \

You make networking possible
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Infrastructure and Policies
APIC Components

AC <_NaMT_ 3

A A
?} 8
6888085‘} G L1/ =1 3 nPéu 0'10 = _O_Psu {1;
-:_| 000000000000 B 1= o;’ B N || | - UCS C220
] e =

Gé% @ @ f Cisco VIC%45 \

_ « Two 10Gb port for connections to ACI Switches
A - Active « Console Port

S - Standby «  1Gb Copper Ethernet port for CIMC
\. Two 1Gb Copper Ethernet Ports for OOB MGMT j

4
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Infrastructure and Policies

Best Practice

Cisco {l'l/&/

ACI Spine Switches

1 OOB MGMT per SUP
1 Console per SUP
40/100 Gb connections to Leafs

ACI Leaf Switches

1 OOB MGMT
1 Console
40/100 Gb connections to Spines

HCLUS BRKACI-1001 © 2019 Cisco and/or its affiliates. All rights reserved. Cisco Public



Infrastructure and Services
CIMC

A / Chassis [ Summary shash |
Chassis v h ) Use for APlC

Server Properties Cisco Integrated Management Controller (Cisco IMC) Information

Hardware
Product Name: Hostname:  C220-FCH2113V1L3
Inventory . .
Serial Number:  FCH2113V1L3 1P Address: 14217511 Dlag nOStICS a nd
Sensors PID:  APIC.SERVERM?2 MAC Address:  00-A38E 8E-5E 82
Power Management UUID:  EDEFF946-2FFC-4902-AB49-544B8CC3ES03 Firmware Version: 3 0(3e) R e I | I O t e AC C e S S
BIOS Version:  €220M4.3.0.3¢.0.0831170216 Current Time (UTC):  Mon May 14 14:47:01 2018

Faults and Logs
Description: Local Time:  Mon May 14 14:47.01 2018 UTC +0000

Compute AssetTag: | Unknown Timezone:  UTC Select Tmezone Use tO InSta” the
Netwaorking > APlC SOftware

Chassis Status Server Utilization
Storage >
Power State: ® 0n .
i » . P _
Admin Overall Server Status: & Good 10 [ P
Temperature: Good e CPU Utilization (3%}
804
Overall DIMM Status: & Good g Memeny Utazton ()
03 10 Utilizstion (36)
Power Supplies: & Good ol
Fans: Good 50
Locator LED: Off !
Overall Storage Status: & Good 7
204
104
I 1
[} Server

vl
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Infrastructure and Services
CIMC A

- KVM Console

File View Macros Tools Power Virtual Media Help

Jould you like to edit the configuration? (ysm) I[nl: y

Cluster configuration

CIMC KVM Provides
Remote Access
Enter the POD ID (1-9) [11:

Equivalent of I
Console

Server Summary
Actions

Enter the fabric ID (1-128)

Enter the
Enter addr

and should not ov

1
— 4 Power Off Server Enable IPub for Out of Band

Enter the IPv4 address [192
i Ent the IPuvt a
U Power Cycle Server E r the interface

\,_'.Shut Down Server

I . "1 .
Hard Reset Server admin user configuration

| g Launch KVM Console |

©) Turn On Locator LED

Cisco (l'l/a/

#CLUS

mtroller name [apic

pool for TEP addr
Note: The infra ULAN ID should
lap with any other
Enter the ULAN ID for infra network (1-4894) [3967]:
Enter address pool for BD multi t addre S

Enable strong passwords? [Y]:

Enter the fabric name [ACI Fabricll:
[11:
Enter the number of active controllers in the fabric (1-9) [3]:

his a standby controller? [NO]:
Enter the controller ID (1-3)

[11:
s [18.6.8.8/161:
not be used where in your environment

rved ULANs on other platforms.

(GIPD) [225.8.8.8,15]:

ut-of -band management configuration

gmt Interface? [NI1:
168.10.1,241:

of the default gateway [192.168.18.21:
eed/duplex mode [autol:

admin || 0.4 fps || 0.001 KBis | ="

BRKACI-1001 © 2019 Cisco and/or its affiliates. All rights reserved. Cisco Public
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Infrastructure and Services
Required Addressing

ould you like to edit the configuration? (ysn) I[nl: y
Cluster configuration
Enter the fabric name [ACI Fabricill:
Enter the fabric ID (1-128) [11]:
Enter the number of active controllers in the fabric (1-9) [3]:
Enter the POD ID (1-9) [11]:
Is this a standby controller? [NO]:
Enter the controller ID (1-3) [11]:

TEP
) should ; used iere 1n your environment

i Al K 0
[39671:
(GIPD)

Enter the interface speedsduplex mode [autol:

admin user configuration ...
Enable strong passwords? [Y]: _

i
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Management - Required Addressing

Planning

Fabric Name Has to be consistent on all APICs Fabric1
Fabric ID Set to 1 (Default) 1
TEP Pool Recommended a /19 network. APIC will assign IPs from this 10.0.0.0/16
pool to Leafs, Spines and other Fabric specific services. Avoid
IP space which APIC might have to communicate with. E.qg.:
vCenter or other integrated services
GIPO Pool Multicast network for flooding inside ACI. Not exposed to 225.0.0.0/15
external network unless using Multipod
Infra VLAN VLAN will be reserved for internal ACI communication. Cannot | 3967
be deployed toward user servers
APIC OOB IP 1 IP per APIC, has to be out of band. Inband can be configured
later.
Switch 1 IP per switch, can have inband, out of band or both.
Management IP

Cisco (('/6/

HCLUS BRKACI-1001 © 2019 Cisco and/or its affiliates. All rights reserved. Cisco Public
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Checklist

v CIMC

d Management
d NTP

I YAVAVAY

J Backups

Cisco (('/5;/

(M

You make security possible



Infrastructure and Services
APIC Management 4

. APIC Ul

i

\\\\\\\\\
eeeee

>
2
3}

Web Browse!

)
O,
3)
—

Normal @
|
T E ‘ formdata  xwww-form-urlencoded | raw | Text
S APy 100 .
" st 1 {
F-N : "jrista
‘ m "passwor

¢

APIC Cluster

o
°.

o

N

n

SSH

>
=
)

/
B

» / / b -
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Infrastructure and Services [« —

Switch Management

ACI Fabric

Leaf and Spine Access
. ”S\N‘\tc‘nlap\l - Console |
htps- - SSH - Direct or via APIC
- REST API

vl
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Checklist

v CIMC

v' Management
d NTP

I IAVAVA

J Backups

Cisco (('/5;/

(M

You make security possible



Infrastructure and Services
NTP & PTP

APIC’s send time in control
plane messaging

Certificates

Tech Supports ©
Atomic Counters!

If Fabric is Gen 2 or newer
(EX/FX), Spine can act as a PTP
master as well

Allows user to measure latency
between EndPoints and leafs

vl
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Checklist

v CIMC

v' Management
v NTP

I IAVAVA

J Backups

Cisco (('/5;/

(M

You make security possible



Infrastructure and Services
AAA
Allows users to

authenticate with certain
privilege levels

Application Centric Infrastructure — ACI

Please sign in to connect to APIC

— => User ID:
Password:

Domain:

Mode: DefaultAuth

Change My Password

Show AP Inspector

Change My SSH Keys
il

Fault ( change My X509 certificate ~ Documentation ? cisco
Fault Level: A A Object Store Browser
SYSTEM WIDE 15 66  Show Debug Info
Access 14 15 Ty
External 0 5
Settings
Framework Q 18 What's New
Infra 1 User Permissions

Toggle GUI Mode

Management 0 Change Deployment Settings
Domains: Read rivil Write Privil
Secul 4] lame 2l rivileges rite Privileges
[y Change Remote User Role
all admin admin
Tenant Q

Logout

HCLUS BRKACI-1001 © 2019 Cisco and/or its affiliates. All rights reserved. Cisco Public 29



Infrastructure and Services

AAA

jristain@apicl:~> moquery -c aaaModLR | grep -C 12 "2017-02-13T15"
<snip>
« .. # aaa.ModLR
Oh no! We lost connectivity to id : 8589940567
th affected : uni/tn-Joey-Tenant/BD-Joey-BD3
servers on February 12t at 3pm : transition
ESTI’?” changeSet : arpFlood (0ld: no, New: yes), unkMacUcastAct (0ld: proxy, New: flood)
. childAction
clientTag
X X code : E4206171
Modification Log Record - 8589940567 om created : 2017-02-13T15:06:07.249+00:00
o B descr : BD Joey-BD3 modified
v X dn : subj-[uni/tn-Joey-Tenant/BD-Joey-BD3]/mod-8589940567
Properties odTs ever
ID: 8589940567 .
rn : mod-8589940567
Besmlrile EdE i L sessionId :  Ld@sxXAcCRfmb2Qb+W+XbUg==
Affected Object: @unl.‘tn-Joey-TenanﬁBD-Jow—BD3 severity : info
Time Stamp: 2017-02-13T15:06:07.249+00:00 status :
Cause: transition trig : config
Change Set: arpFlood (Old: no, New: yes), unkMacUcastAct (Old: proxy, New: flood) txId : 46116860184‘?9?668?]‘
T TS e T user . remoteuser-jristain
Action Trigger: config

Transaction ID: 4611686018449066821

User: -jristain <

Logs changes per user!!

CLOSE

vl
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Checklist

v CIMC

v' Management
v NTP
ZVAVAVA

J Backups

Cisco (('/5;/

(M

You make security possible



Infrastructure and Services

Backups - Configuration Export

* JSON/XML export of the current fabric
configuration

« (Can set on a scheduler

» Exports to a Remote Location
(FTP/SCP/SFTP) - DISASTER RECOVERY

Remote Location - CiscoLive-SFTP

o¥

Properties
Name: CiscoLive-SFTP

Description: | optional

Host Name (or IP Address): 172.16.0.1
Protocol: sftp
Remote Path: [Ciscolive
Remote Port: 22
Username: ciscolive
URL: sftp://172.16.0.1:22//CiscoLive

Management EPG: unift default

Cisco [l V&/

HCLUS

Create Configuration Exp

Create Schedule Window

Window Type: () One Time
Recurring

Window Name: Every-Day

Day: every-day

Hour: g

A4r |4» | 4

Minute: g

Name: | ciscolivy

Description: |optional

Format:

Target DN:

Snapshot: []
Scheduler: | OnceADay - @

Export Destinaﬂoli: CiscoLive-SFTP ~ g I

S Encryption

A
Settings: Enabled ]

BRKACI-1001 © 2019 Cisco and/or its affiliates. All rights reserved. Cisco Public 32



Infrastructure and Services
Backups - Snapshots

Creates a Config Backup that is stored on the APIC by default
Run on a Per Fabric or Tenant Basis

System Tenants Fabric Virtual Networking L4-L7 Services Admin Operations Apps Integrations
AAA | Schedulers | Historical Record Policies |  Firmware | External Data Collectors | Config Rollbacks | Import/Export | Downloads
Config Rollbacks for: |Tenant v
Snapshots File Name Description File Size Actions
(bytes)
2019-01-02 1..  ce2_defaultOneTime-2019-01-0.. 54885 Rollback
Select any one snapshot on left to start.
2019-05-11 1..  ce2_DailyAutoBackup-2019-05-1... 61945
2019-05-12 0.. ce2_DailyAutoBackup-2019-05-1... 61771 Take a snapshot
Location:
2019-05-12 0.  ce?_ DailyAutoBackup-2019-05-1.. 61632 ocation- - ApIC ~

Description: | opticnal

Create a snapshot now

Import export file to snapshot
Click ° icon on top

Modify import/export security settings
Click {:} icon on top

Create recurring snapshots
Click [fY icon on top

Cisco {"/6/ #CLUS BRKACI-1001

© 2019 Cisco and/or its affiliates. All rights reserved. Cisco Public



Infrastructure and Serwces

Backups - SnapShOtS Showing changes from 2017-02-13 15:05:19.968 to 2017-

02-13 15:06:16.401
You may undo these changes if they are undesirable

» Rollback feature allows config f
rollback between 2 ame~" Joey-Tenant” Object

ro="tn-Joey-Tenant"

snapshots >

~ <fyBD
« Can also compare e gnyoms"
differences between a e eas it £ 1o Changed To
previous SS oy o CnengediFrom

mcasthllow="noc"

mac="00:22:BD:FB:19:FF"

= unicastRoute="yes"

unkMcasthet="£flood"

arpFlood="no" Changed From
D 2017-02-13 15:02:34.508 ce2_defaultOneTime_tn-Joey-Tenant-2017-0... 8511 ) limitIpLearnToSubnets="yes"

Snapshots File Name File Size (Bytes)

1laddr="::"
arpFlood="yes" Changed To
type="regular"

() 2017-02-13 15:05:19.968 ce2_defaultOneTime_tn-Joey-Tenant-2017-0... 8513

b

l’ ROLLBACK TO THIS CONFIGURATION Compare with previ

ipLearning="yes"

>

.

4
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Infrastructure and Services
CIMC, NTP, AAA, and Backup Planning

CIMC IP per Unique IP address used for IP KVM built into APIC.

APIC Must use dedicated port

NTP Server NTP Server which all nodes inside fabric will use

User TACAS/ RBAC or RADIUS Server for accounting.

Management | Custom local user account can be used too

Scheduled Multicast network for flooding inside ACI. Not

backup exposed to external network unless using
Multipod

Backup Server | Server outside of ACI Fabric running FTP, SFTP or
SCP Server

Cisco (l'l/&/
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Checklist

CIMC
Management
NTP

JAVAYAN
Backups

NN N XX

Cisco (('/5;/

(M

You make security possible



Fabric and Tenant
Policies

TIRLE
You make the power of data possible

Cisco (('/5;/



Fabric and Tenant Pol

Access Policies

vPC Port-Channel

Server Nexus 7000

vPC Port-Channel

vl
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Fabric and Tenant Policies

Access Policies
Access policies refer to the configuration that is applied for physical and virtual
(hypervisors/VMs) devices attached to the fabric.

Broken into a few major areas:

/Global Policy ) Switch Policy /Interface Policy
* Pools « Policies « Policies
* Domains » Policy Groups » Policy Groups
+ Attachable Access Entity Profiles * Profiles * Profiles
- J - /

vl
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Fabric and Tenant Policies
vPC Domain Policy

Advanced Mode
alafn System Tenants Fabric VM Networking L4-L7 Services Admin Operations Apps i welcome,
CiIsco admin v

Inventory | Fabric Policies | Access Policies

® NO Peer— L| nk Virtual Port Channel Security Policy - Virtual Port Channel default s] i
uick Start
4 M Switch Policies Faults History
b NO Peer_ 4 M policies m

o ¥ ACTIONS -
[ | Spanning Tree

Ke e p a | |Ve » M Fibre Channel SAN Policy Properties

» M Fibre Channel Node Policy Description: | VPC Pairs
.
° U F b » I VPC Domain
ses Fabric e
Pairing Type: explicit -

I_I n kS f O r » M NetFlow Node Policies B R EACE T
[ weemewers | Groups: X +

C O m m u n i C a t i O n » I Policy Groups ~ Name Domain Policy Switches Logical Pair ID Virtual IP

» M Profiles 101-102 default 101, 102 1 10.0.152.64/32

. ore ...

» I Module Policies

Switches Logical Pair ID Virtual IP

101, 102 10.0.152.64/32

vl
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Fabric and Tenant Policies

Access Policies
103-104 vPC

Server vPC Port-Channel
Server Nexus 7000

vPC Port-Channel

vl
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Fabric and Tenant Policies

Port-Channels

Legacy NXOS Config

Properties
Name:
Description:
Link Aggregation Type:

Link Level Policy:

Nexus7710# show run int po 10

interface port-channellO
switchport mode trunk
vpc 10

Nexus7710# show run interface Ethernetl/10

interface Ethernetl/10
speed 10000

11dp transmit

11ldp receive

channel-group 10 mode active

————’——_,,——'

Cisco [l"/&/

Unspecified fields use
default values

L2 Interface Policy:

o) BRKACI-1001

CDP Policy:

MCP Policy:

LLDP Policy:
STP Interface Policy:

Egress Data Plane Policing Policy:

select a value

select a valug
Ingress Data Plane Policing Policy: select a value

Priority Flow Control Policy:

N7710-vPC
optional
Port Channel VPC
select a value -
CDP_Enable v i
MCP_Enable
- =y Mode: LACP Active -
LLDP_Enable
— =~ || Control: [] Fast Select Hot Standby Ports

Graceful Convergence
[] Load Defer Member Ports
Suspend Individual Port

CHECK ALL UNCHECK ALL

select a value),

Fibre Channel Interface Policy:

select a value

Slow Drain Policy:

select a value

[ Port Channel Policy:

Monitoring Policy:

Storm Control Interface Policy:

LACP_Active

default

select a value v
select a value -

. select a value -

ached Entity Profile:

CiscolLive -

&
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Fabric and Tenant Policies

Access Policies
103-104 vPC

Server Nexus 7000

vl
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AEP

The AEP is used to associate a domain to one or more interface policy
groups. In most deployments it is recommended to use a single AEP if
VMM integration is not being used. If the ACI Fabric will be integrated
with n VMM domains, use 1 + n to determine how many AEPs are
needed

The Domain is used to specify what type of path (vlan) can be
deployed on a interface. If a AEP does not contain a “External Routed
Domain”, the interface can not be used to deploy a L30ut.

In Most deployments a single VLAN pool can be used with 1 Physical
Domain and 1 External Routed Domain.

Cisco(l'l/&/ HCLUS
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Relationship View

Access Policies Workflow Example

Switch Profile Leaf-101 vPC-101-102

I

Interface Profile Leaf-101

vPC-101-102

F
I_
B
167

Interface Selector P1-5_WinAD P6-7-N7K-vPC

Interface Block 1/6-7

Interface Policy Group Win2016Serv

oo
i
| Win20165en

N7K-vPC

Interface Policies LLDP_Off BPDU_Guard
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Management - Required Addressing

Planning

AEP 1 AEP for all Policy groups. Map all domains to this Policy group | Prod_AEP
Domain 1 Physical Domain, 1 External Routed Domain phys
L30ut
VLAN Pool 1 VLAN pool for all statically deployed vlans. 1 VLAN pool for Static_VLANs
Dynamically deployed VLANs. These pools should not overlap. VMM_Domain

Switch Profile

1 Profile per switch for Orphan Ports, 1 Profile per vPC Domain
(Containing both switches)

vPC-101-102, Leaf101,
Leaf102

Interface Profile

Create a 1 to 1 mapping to switch Profile

vPC-101-102, Leaf101,
Leaf102

Interface Selector

Name after Server, Include Port ID.

P11-N7710-vPC

Policy Group

1 Policy Group per Port-Channel/ vPC. Policy Groups can be
reused for access ports. Assign AEP to Policy Group

N7710-vPC

Cisco (('/6/
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Access Policies

What is the goal? What are we trying to accomplish?

1) Provide consistent configurations across the whole 3) Define what policies are allowed to be deployed on
fabric. leafs/ports

2) A simplified and well organized configuration, where 4) Restrict Resource deployment in a multi-tenant
policy is defined once and re-used. environment.

vl
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Access Policies

Access policies refer to the configuration that is applied for physical and virtual
(hypervisors/VMs) devices attached to the fabric.

Broken into a few major areas:

Global Policy
Switch Policy Interface Policy Pools
Policies Policies Domains

Policy Policy Attachable Access Entity
Groups Groups Profiles

Profiles Profiles

vl
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Access Policies SWITCH POLICY

Policies define protocol / feature configurations
Policy Groups select which policies should be applied

Profiles associate policy groups to switches or interfaces,
through the use of selectors

(Switch Policy Types: \ Merface Policy Types: \

VPC Domain Link-level Storm Control

Spanning-tree (MST) CDP Data plane policing

BFD LLDP MCP

Fibre-channel SAN/Node )| Port-channel / LAG L2 (Vlan local / global) INTERFACE POLICY
k J Port-channel member Firewall

@anning—tree /

el
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AR LN
[ i
: E— 1
1
|
1
\ VPC Domain 1 }
L T 7’
Classical vPC Domain configuration ACI vPC Domain configuration
Required configuration of domain, peer-link, and Specify the Domain ID and the two Leaf switch IDs

peer-keepalive link on both devices in domain that form the domain pair

(vpc domain 1 \ [V

peer-keepalive destination 172.168.1.2 /
source 172.168.1.1 vrf vpc-keepalive

peer-gateway Name: vPC-Domain100

ip arp synchronize

~

PC Protection Group

ID: 100
interface port-channel 20 Switch1: 101
" peer-link Y, Switch2: 102 y

el
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Used to define a particular policy for a given interface level function. The intention of
Interface Policies is that they are defined once and re-used among interfaces that need
like policies.

Interface Policies

Examples:
« LLDP On/Off
CDP On/Off -
Port-Channel
« LACP —
 ModeOn ——
Storm Control
MACsec

el
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Interface Policy Groups

Used to specify which interface policies to be applied to a particular interface type.
It also associates an AEP (which defines which domains are allowed on the interface).

Types: 4 VPC Domain 1 \
Access port (EP1) |1 & 3 ' o |
Access Bundle Groups | |
«  Virtual Port-channel (EP2) \ J

« Port-channel (EP3)

Note: Separate policy groups should be created for each port-channel (standard or VPC) that you
need to configure. All interfaces on leaf that are associated with a particular access bundle group
reside in same channel.

Cisco ("/61/ HCLUS BRKACI-1001
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Global Policy

> >
Pools (Vlan / VXLAN)

A resource pool of encapsulations that can
be allocated within the fabric.

Domains (Physical / VMM / External Bridged / External

Routed)

Administrative domain which selects a vlan/vxlan pool for Domiziy DomL2ExtT
allocation of encaps within the domain \’.,‘ "."7
Attachable Access Entity Profiles (AEP) o

Selects one or more domains and is referenced/applied by
interface policy groups.

TenantA

ol
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Global Policy - Attachable Entity Profiles

Configuration:
. Create a VLAN/VXLAN pool with a range — — — —
- Create a domain (physical, 12/I3 external, DomPhy1 DomVm1 DomL2 DomL3

AEP

or VMM) and associate pool

- Associate domain to AEP
. Associate interface policy group to AEP Statics VMs__
switch/interface selectors will apply the

config through the interface policy group
assign to specific ports

External
———

ibin bhia hhbd sant
1002 B3 J 4 Jl 1 2 3 4 J 1 2 B3 N4 e (2 B34

P— — S — R — Sl G\ — — Pem—— Nt 8 N’ 8 Nt 8 et

What have we accomplished?

- Specified what domains and
corresponding pools are allowed per
interface in the fabric!

vl
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Port-Channel Policies

Classical vPC Domain configuration ACI Port-Channel Policies
Required configuration of domain, peer-link, and Specify mode, minimum / maximum links, and
peer-keepalive link on both devices in domain related protocol options (relating to LACP)
Port Channel Policy - Mode-0On Port Channel Policy - LACP-Active
(’Interface Ethernetl/5-6 ‘\\
lacp port-priority 32768
lacp rate normal N T
channel-group 10 mode on i i
interface Ethernet1/10-11 e — .
lan port—priority 32768 R S
lacp rate fast

\\‘ channel-group 20 mode active A//

vl
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Access Policy Example

-—
General Configuration (reused for many interfaces): (NI >
) CiscolLive

Configure a physical domain and vlan pool DomPhv1
2) Create an AEP and associate physical domain i
3) Create switch/interfaces profiles for leaf (LEAF101) Switch Profile

* very easy to apply configurations if you create a
switch/interface profile for each leaf and one for each
VPC domain pair

Leaf_101

Configure Interface policies (LACP / LLDP)

LACP Active

Policies

LEAF101

s

<2l

Interface Profile

LEAF101

LLDP Rx / Tx enabled

el
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Creating Physical Domain / AEP / Vlan Pool

System Tenants Fabric Virtual Networking L4-L7 Services Admin Operations Apps

Inventory | Fabric Policies | Access Policies

Policies @ = © Physical Domains

> O Quick Start : . .
I Create Physical Domain (7 ]

> [l Switches Specify the domain name and the VLAN Pool

» Bl Modules i Name: | DomPhyl

> Bl Interfaces il Associated Attachable [ o0 -

= I Entity Profile:

b Policies ; | default i
j VLAN Pool: | nic

» B Pools i Security Domains: L ™oL

~ [l Physical and External Domains In dropdown:

Click Create Attachable Entity Profile

I > [ Physical Domains

Create Physical Domain

> [ External Bridged Do

> [ External Routed Domains

» & Fibre Channel Domains

Cancel Submit

vl
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Creating Physical Domain / AEP / Vlan Pool

Create Attachable Access Entity Profile (21} Create Attachable Access Entity Profile (21X}

STERT > Profile m e e et STEP 2 > Association To Interfaces BEralid

Specify the name, domains and infrastructure encaps

n To Interfaces

Select the interfaces
Hame: | Clscolive Interface Policy Type Associated Switches / Interfaces Select
Description: |optional Group Anachable Fexes Interfaces
Access
Entity Profile
Enable Infrastructure VLAN: [] DAl
~ jr-VPC-FlA VPC jr-aep Specific
EPG DEPLOYMENT (Al Selected EFGs will be dep 1all the interfa d. © None
+ 101-102 19
Application EPGs Encap Primary Encap Mode oLl
~ [l jr-scale-vP.. VPG jr-aep _) Specific
©Ncne
101-102 1126
: Al
= jr-scale-vPC9 VPG jr-aep Specific
@ None
101-102 1125
: All
7 jr-scale-vPC4 VPC ir-aep Specific

vSwitch Policies: @ Inherit (Same as attached physical interfaces)
© Specify

Previous Cancel Next Previous Cancel Finish

Cisco {l'l/&/ HCLUS
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Creating Physical Domain / AEP / Vlan Pool

Create Physical Domain 09

Specify the domain name and the VLAN Pool
Name: | DomPhy1

Associated Attachable i) jue @
Entity Profile:
VLAN Pool: | select an option ~
Security D

In dropdown:

Cisco (( '/6/

Click Create VLAN Pool

Create VLAN Pool (2 <]

Specify the Pool identity
Name: Pooll

Description: | optional

Allocation Mode: | Dynamic Allocation

Encap Blocks:

WLAM Range Allocation Mode Role

Create Ranges (7T

Specify the Encap Block Range
Type: VLAN

Range:

Allocation Mode: Static Allocation

Role: ESIEHERG

Specify start and

end vlans in
range
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Create Interface Profile for each leaf / VPC
domain

i APIC

System Tenants Fabric Virtual Networking L4-L7 Services Admin Operations Apps

Inventory | Fabric Policies | Access Policies

Policies @ = o Leafnterfaces - Profiles
» C» Quick Start
> Switches 4 Create Leaf Interface Profile o9
N Modules Specify the prablaldaati
Name: [LEAF101] L
~ Interfaces 1 Description: | oPToNa:
> Spine Interfaces
i Interface Selectors: +
~ Leaf Interfaces Name Type
=
I > Profil
Create Leaf Interface Profile
> Paolicytd
Create FEX Profile
¥ Overrid 117, 1/24, 1
> Paolicies
> Pools

v Physical and External Domains

Cancel Submit

vl
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Create Switch Profile for each leaf / VPC domain

did APIC

System  Tenants Fabric Virtual Networking L4-L7 Services Admin Operations Apps

Inventory | Fabric Policies | Access Policies

Policies @ = o Leaf Switches - Profiles
» CP Quick Start
i Switches « Name Leaf Selectors (Switch Policy Group) Interface Selectors

e Leaf Switches

I > Profiles
> Policy Grol
> Overrides

> Spine Switches
» Modules
> Interfaces
» Policies

» Pools

vl
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Create Switch Profile for each leaf / VPC domain

Create Leaf Profile

STEP 1 > Profile

Specify the profile Identity

Name:ILEAF‘\OI l

Description: | Optional

Leaf Selectors:

Name Blocks Palicy Group

00

m 2. Associations

Click + to add selector

ILEAFIDI

| |select an option

Enter a name and choose

appropriate leaf or leaves
(for vpc pair)

Previous Cancel

Next

Cisco (( '/6/

Create Leaf Profile 0
STEP 2 > Associations | el
Select the interface/module selector profiles to associate
Interface Selector Profiles: & +
Select Name Description
I LEAF101 l

\ Select the Interface Profile
created for this leaf earlier

Module Selector Profiles: A\

Select Name Description

Previous Cancel Finish
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Create common protocol configurations

Example demonstrates a common lacp port-channel policy

Policies G = o

> C» Quick Start

Create Port Channel Policy (2 1]

Specify the Port Channel Policy

> Switches
Name: |lacp-active-suspend . -
> [l Modules Tescripton: [OPUOT il Use a descriptive name

> Interfaces
~ Policies Alias:
) Mode: |LACP Active v
> Switch I l
ST et =) Sclect the protocol
s Interface Control: | Suspend Individual Port 1=/ Graceful Convergence \ 8
Fast Select Hot Standby Ports =
> Link Level
> Priority Flow Contral \ C .
onfigure
> Fibre Channel Interface options/knobs
> FoE

> CDP Interface
» LLDP Interface

» MetFlow

I » Paort Chanrfg
I Create Port Channel Policy
> Fart Chanrjoreemes

Cancel Submit

vl
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Access Policy Example

-—
Interface specific (each time you add a new interface): >
1) Ciscolive

Create policy group for device (VPC / PC / Access)

DomPhy1
2) Within the policy group, select the desired policies / AEP 7'—?1 y
3) Associate interfaces to policy group via desired leaf s s Switch Profile
profile S s
» use specific leaf profile if access or PC - N LEAF101

* use VPC leaf profile if policy group is VPC

LACP Active o LEAF101

Policies o Policy Groups blk_1/1-2

Leaf _101

<2l

Interface Profile

smEEEEEEEEET PC Server ’I

*
L

LLDP Rx / Tx enabled p SHELLAIEM AccCess_Servers IV JPEEEPeE blk_1/47-48

el
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Create policy groups

Al API Note:
Create PC Interface Policy Group (7 1> A se pa rate pOl ICy

Fabric
Specify the Policy Group identity

Inventory | Fabric Policies | Access Policies NameJ[PC_Server_1 .
Desclipliun:l optional I — Descrlptlve name J g rou p Shou |d be

pO“CleS G = O Link Level Policy: | select a value ~ | Created for eaCh .
) C» Quick stan L PC/VPC that you will

Tenants

System Virtual Networking

CDP Policy: select a value ~
5 B Switches MCP Policy: |select a value ~ d e p | Oy
> [ Modules GoPP Poley: [sclecta vaue - Associate your desired
LLOP Polir.yl LLDP-On ~ @ . ..
interface policies

~ [l Interfaces STP Interface Policy: | select a value ~

(otherwise default)

P Spine Interfaces Port Channel Policy:| LACP-Active

v = Leaf Interfaces Attached Entity Profile:} Ciscolive
Connectivity Filters: +
> [l Profiles
« [l Policy Groups Associate your AEP to select
> [ Leaf Access Port which domains this interface
I > B3 PC Interface y can deploy
Create PC Interfa olicy Group

s Bl VPG Interface Monitoring Policy: | select a value I~

. Storm Control Interface Policy:  select a value ~

’ = PENPE Oueride L2 Interface Policy: select a value ~

> = Leaf Breakout Port GFDUD Port Security Policy: | select a value ~

» [ FC Interface Egress Data Plane Policing Policy: | select a value ~

3 = EC PC Interface Ingress Data Plane Policing Policy: | select a value o
Priority Flow Control Policy: | select a value o

’ = Overrides Fibre Channel Interface Policy: select a value o

Clowss Prnin Balimus | cnlant o onlin

vl
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Create interface selectors / associate policy
group

Leaf Interface Profile - LEAF101 00
Palicy Faults History
Policies G = o SRR
) N — = 1

> O» Quick Start Properties | Create Access Port Selector

> B switches Specify the selector identity

> B Modules Mame: | PC_Server 1 I

~ [ Interfaces Description: | optional

» BBl Spine Interfaces terte __ Use a descriptive name
Interface 10s: T

~ [l Leaf Interfaces .11172 - )

Va - qes. k-
~ [l Profiles o Y }’A A A
I > E LEAF101 Connected To Fex: [ SpeCIfy Interface/range

Interface Policy Groupl PC_Server_1 I T~ @

Associate the policy group to

deploy on interfaces

vl
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Example policy scheme

Switch Profile

Interface Profile

Interface Selector

Interface Block

Interface Policy Group

Cisco (l'l/&/

[ Leaf101 ] [ Leaf101_102 ]

Leaf101 ] [ Leaf101_102

[ linux ][windows] [n7k_pc1o] [ asa_cl1_pc1 ] [n7k1_pc1o] [n7k2_pc10]
=
V

ﬁinux—acces% [windows—access] [ asa_vpc_ccl ][ asa_vpc_data ] [ n7k_vpc10 ]
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VPC Protection Group (example configuration

Policies
> C» Quick Start
> Switches
> Modules
> Interfaces

~ Policies

>

Switch
Spanning Tree
Fibre Channel Node
Fibre Channel SAN
CoPP Spine
CoPP Leaf
PoE Node
WVPC Domain
BFD
NetFlow Node
Forwarding Scale Profile
Fast Link Failover
CoPP Pre-Filter for Leaf
CoPP Pre-Filter for Spine

802.1x Node Authentication

E \firtual Port Channel default

Create VPC Explicit Protection Group
Specify the Explicit Group settings
MName: | VPC-Domain100

09

Cisco (('/6/

ID: | 100 =
WPC Domain Policy: | select a value -
Switch 1: | 101 ~
Switch 2: | 102 o
HCLUS BRKACI-1001 © 2019 Cisco and/or its affiliates. All rights reserved. Cisco Public
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Fabric and Tenant Policies

Tenant Policies

Extend VLAN to legacy Net
Allow Layer 2
Connectivity to 7K

Server
Server Nexus 7000

vl
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Fabric and Tenant Policies

Tenant Policies - Key concepts

Tenants are a Logical Grouping containing Policies. Resources in the

Common Tenant can be used in User Tenants

p
VVRFs are used to separate routing tables inside the ACI Fabric. 1 or more VRFs

.can be used.

Bridge Domains define your Broadcast/ Flood domain
Unique VXLAN VNID is used per Bridge Domain

Configure ARP Optimization and L2 Unknown Unicast Proxy
Subnet (SVI) can be defined under the BD and is mapped to a single VRF

|

N

L Bridge Domain

vl
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Fabric and Tenant Policies

Tenant Policies - Key concepts one EPG to another

/" EPGs defines a collation of policy assigned to a group of devices )

Contracts, QoS, SPAN requirements

L4-L7 policies (PBR, Load balancing, Firewalls)

\_ £PG is most commonly determined by ingress VAN & Port )
~

(- Contracts are a collection of filters which allow traffic to pass between EPGs
Contacts are similar to access-lists. Consumer is Source, Provider is Destination
\_ Filters contain a list of protocols and ports )

Bridge
Domain Tenant
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Fabric and Tenant Policies
Tenant View

T min System Tenants Fabric
cisco

ALL TENANTS | Add Tenant | Search: | CiscoLive | common | Infra | mgmt

BE

VM Networking L4-L7 Services

Quick Start

4 &* Tenant Ciscolive
4 M Application Profiles
4 & LegacyVians Atenantis = '~

HELP

» I uSeq EPGs
I L4-17 Service Parameters

+ o wpd Bridge Domains [e.

4 M Bridge Domains
» &= BD_Vian100

Operations Apps ol i

lzation, or a domain or can just be used for th f of

4 M Application EPGs
ey e ENANS AFE
» ® vian_100
» ® VLAN_101 ~ common-For defining policies that provide common behavior for all the tenants in the fabric. A policy defined in the common tenant is usable by any tenant.
+» mgmt-For inband and out-of-band connectivity configurations of hosts and fabric nodes (leafs, spines, and controllers).
4 ® VLAN_102 + infra-For configurs*’ _ _ VXLAN overlay.

Advanced Mode

‘welcome, admin v

A tenant represents a unit of isolation from a policy perspective.

See Also
Application Profiles
Bridge Domains
VAFs

Cisco (l Vf:/ HCLUS

» = BD_Vian101 w Create a security domain for the tenant administrator Contracts and Filters
External Bridged Networks (L2 Outside)
= Create a ten?
» ESviain2 External Router Networks (L3 Outside)
4 M VRFs B SPAN
= e i
» B vrF1 Y L4-L7 Services
Create the tel Atomic Counters
» Il External Bridged Networks
» [ External Routed Networks Create a fiter B
» I Protocol Policies Create a contract ° B
» B dotlg-tunnels Create an applioatinn nenfils 1indar tha tanant ~ B
I L4-L7 Service Parameters
While creati
4 [ Security Policies "! E
4 [ contracts While creatiny =]
» B IoMP =)
b § ssH - ¢
Create a L4-LPow
» [ Taboo Contracts - B
» I imported Contracts Create a copy dsvice E
4 M Fiters Create a L4-L7 service graph lemplate [»] i<
4 ICMP
Y Apply a L4-L7 service graph template to EPGs ° E
» Y ssH
BRKACI-1001
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Fabric and Tenant Policies

Deploying a VRF

STEP 1 > VRF

Specify Tenant VRF Change the VRF from a
Name: VRF2 Whlte—LISt mOdel tO an
Alias: ‘ “Allow All” Model

Description: |optional

Palicy Control Enforcement Preference: Enforced

Policy Control Enforcement Direction: Ingress

End Paint Retention Policy: select a value -

This policy only applies io remote
L3 entries

Monitaring Policy: select a value -

DNS Labels: |
enter names separated by comma

Route Tag Policy: select a value -

Create A Bridge Domain:

Configure BGP Policies: [
Configure OSPF Policies: [
Configure EIGRP Policies: [_]

vl
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Fabric and Tenant Policies
Deploying a Bridge Domain

STEP 1 > Main 1. Main 2. L3 Configurations

Specify Bridge Domain for the VRF

Name: BD_VLAN100

Alias:

Description: | optional

VRF: Ciscolive/VRF1

Forwarding: Optimize hd
End Paoint Retention Palicy: default - gl
This policy only applies to Tocal LZ L3 and
remote L3 entries
IGMP Snoop Palicy: default v i

el
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N7710# configure terminal

FabriC and Tenant POliCieS Enter configuration commands, one per line. End with CNTL/Z.

N7710(config)# interface port-channel 1

Dep|0y|ng an EndPO|nt Group N7710(config-if)# switchport trunk allowed vlan add 100

Static Path - Pod-1/Node-101-

I Quick Start
4 & Tenant CiscoLive

4 M Application Profiles
o¥
V] @ LegacyVians
4 M Application EPGs Properties
4 ® vLan_100 Path: Pod-1/Node-101-102/N7710-vPC

Il Domains (VMs and Bare-Metals) Encap: WLAN ~ 100

nteger Value

Egress Encap: WLAN
nteger Value

Deployment Immediacy: Immediate

Mode: Access (802.1P) | Access (Untagged)

» I Fibre Channel (Paths)

IGMP Snoop Static Group:

I Contracts
Il static EndPoint + Group Address Source Address
» I Subnets
- I No items have been found._
L4-L7 Virtual IPs Select Actions to create a new item.

Il 14-L7 IP Address Pool
Il L4-L7 Service Parameters

—
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Fabric and Tenant Policies

Tenant Policies

Extend VLAN to legacy
Net

Allow Layer 2
Connectivity to 7K

Server

vl
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Fabric and Tenant Policies

Planning

Tenant 1 Tenant can be used company. Tenants can also separate functions of a Prod/Dev
business. NOTE: Shorter names are easier when using CLI
VRF 1 or more VRFs per Tenant PROD-MAIN

DEV-TEST,DEV-PROD

Bridge Domain

Recommended to have 1 BD per Legacy VLAN. For Network Centric

VLAN_100,VLAN_101

specified in the filter = contract will be allowed between EPGs providing
and consuming that contract.

Migrations, 1 BD should be used for each EPG. BD_vMotion
Application Profile Logical Container for EPGs. 1 AP is sufficient in most installations. NOTE: Prod-AP
This is strictly a management entity. No policies are defined on this object.
EndPoint Group Ports/VLANS (static path bindings) are added to EPGs to define what VLAN_100
Endpoints get defined in what EPGs. QOS/Contracts, etc are added to VLAN_101
EPGs. For Network Centric Migrations, 1 EPG should be used for each vMotion
Legacy VLAN.
Contracts Contracts can be re-used across multiple EPGs. If we compare this to an Web
ACL, the Consumer is the Source, and the Provider is the Destination.
Filters Add Required Ports and Protocols to allow communication. Only what is SRC: Any, DST:80

SRC: Any, DST:443

Cisco (('/6/
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Fabric and Tenant Policies

Tenant Policies

VMM enabled EPGs

Hypervisor Cluster
Nexus 7000

vl
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Cisco ACI Hypervisor Integration

Application Network Profile

2 - ) < f EPG DB
. L/B
Create Application Policy i Application

APP PROFILE

Oo—

APIC Admin

ACI

9 E
L 5 . abric
Push Policy (Lazy) |

6 | 4 Learn location of ESX

1

Cisco APIC and
VMware vCenter Initial Automatically Map
Handshake | EpG To Port Groups

Host through LLDP

v

2 Create VDS

v _
WEB PORT GROUP APP PORT GROUP DB PORT GROUP

Create Port
Groups

ST o | - | o W e | e | o

PP
8 .
ViServer Adrmin nstantiate VMs, | gm0 VDS
fsstan to Port Groups T wweerwisor " uveerwisor

vl
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Fabric and Tenant Policies

Layer 3 Connectivity

Layer 3 Access To

Core | ] L g ] 4 g Provide External
Access to Server

Layer 2
Server S— Layer 3

vl
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Basic Connectivity (‘node-103 Y[ node-104

RID: # RID: #

IP: A IP: B

Layer3 Out: L30ut-1
VRF: VRF-V1
Layer—3 Domain: DomL3

| Logical Node Profile: node-103-104

node: node-103 node: node-104
Router-ID: # Router-ID: #

Create the L30ut

* Associate VRF and L3 Domain

« Create Logical Node Profile and associate fabric
nodes to the L30ut.

* Create Logical Interface Profile

« Specify Path attributes containing physical interface,

e e e o e = = = —— encapsulation, and IPs

I

! :

I path: topology/pod- |

| 1/...vpcX |

: type: ext-svi, encap: vian-x |j
]

|
|
|
|
|
|
|
|
|
|
: P-A, IP-B, MTU, MAC

4
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Fabric and Tenant Policies

Creating a Layer 3 Out

Properties

MName:

I Quick Start
4 A Tenant Ciscolive
» M Application Profiles
4 [ Networking
» I Bridge Domains
» Il VRFs
» M External Bridged Networks
4 M External Routed Networks
» Il Route Maps/Profiles
» Il Set Rules for Route Maps
» Il Match Rules for Route Maps
) B OSPF-To-Core
» M Protocol Policies
» Il dot1g-tunnels
Il L4-L7 Service Parameters
» I Security Policies
» Il Troubleshoot Folicles
» Il Monitoring Policies
» Il L4-L7 Services
» Il Analytics

Cisco {l '/6/

Alias:

Description:

Tags:

Global Alias:

Provider Label:

Consumer Label:

Target DSCP:

PIM:
Route Control Enforcement:

VRF:

=

Resolved VRF:
External Routed Domain:

Route Profile for Interleak:

Route Control For Dampening:

Enable BGP/EIGRP/OSPF:
OSPF Area ID:

‘OSPF Area Contral:

OSPF Area Type:
OSPF Area Cost:

OSPF-To-Core

optional

External Routed Networks allow
us to peer with external routers

* Dynamic Protocols

enter tags separated by comma

enter names separated by comma

enter names separated by comma

Unpected + « EIGRP

O

[T import Export ° OS P F
Ciscolive/VRF1 - @

GiscoLive/VRF1 ° BGP
e - Static Routing

« Address Family Type

[l OSPF

0.0.0.1

1 v

[] send redistributed LSAs into Nsﬁh\
[] originate summary LSA.
[[] Suppress forwarding address in translat

Regular area Stub an

Enable BGF/EIGRP/OSPF:

C1BGP OSPF

OSPF Area 1Dt 0.0.0.1
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Fabric and Tenant Policies

Route Reflectors

" "
@
* Fabric nodes communicate
using MP-BGP. IER ¥ 3N ‘ L3 h AIJ L4 i
Lol o]
'._"’“ AL
—

« BGP advertises routes from
Border Leaf to Compute
Server

Leafs. e
* Runs in overlay-1 VRF

@ 0.0.0.0/0
@ 10.0.0.0/24

ol
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Fabric and Tenant Policies

Route Reflectors BGP Route Reflector Policy - BGP Route Reflector default

N (S35 4
=

Properties
Mame: default

Description:

4
e

I Autonomous System Number: 90002

Route Reflector Nodes:

192.168.160.64 192.168.160.65

Node 1D MNode Name
leaf3# show ip route vrf A:A 201 calo2-spinel
IP Route Table for VRF “A:A”

202 calo2-spine2

'*' denotes best ucast next-hop

"**' denotes best mcast next-hop

'[x/y]"' denotes [preference/metric]
'%<string>' in via output denotes VRF <string>

0.0.0.0/9, ubest/mbest: 1/0
*via 192.168.160.64%overlay-1, [200/1], 03w21d, bgp-90002, internal, tag 90002
*via 192.168.160.65%overlay-1, [200/1], ©3w21d, bgp-90002, internal, tag 90002
10.0.0.0/24, ubest/mbest: 1/0
*via 192.168.160.64%overlay-1, [200/1], ©3w21d, bgp-90002, internal, tag 90002
*via 192.168.160.65%overlay-1, [200/1], ©3w21d, bgp-90002, internal, tag 90002

ol
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Fabric and Tenant Policies

Planning

BGP Route
Reflector

Use an AS Number not already in your environment. The AS number is
only exposed to the external network when peering BGP with devices.
Private AS number can be used. NOTE: CHANGING THE AS NUMBER
IS DISRUPTIVE!

65000

External Routed
Network

This is your Layer 3 Object. It contains the entire Layer 3 path
configuration.

L3out-To-Core

Node Profile

Defines which nodes are part of the Layer 3 out Domain. Here is
where you define your Router ID’s and Static Routes.

Leaf101, Leaf102
Leaf101-102

Logical Interface
Profile

Defines which interfaces are used for peering. Support Types are
Routed Interfaces, Routes Sub-Interfaces, and SVIs. This is also
where you define the IP/MTU/VLAN s SVI or Sub-Interface.

Port10
vPC-To-Core

Networks (External
EPG)

This is where you define the external subnets you want to apply policy
to. You do this by listing the subnets and applying contracts. NOTE:
multiple all 0’s subnets should not be configured in the same VRF.

Ext_EPG = 0.0.0.0/0 subnet

Cisco (l'l/&/
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Fabric and Tenant Policies

Layer 3 Connectivity

Layer 3 Access To

Core Provide External

Access to Server

Layer 2
Server S— Layer 3
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Day 3: Forwarding \.
Overview

/7 '\
You make networking possible

Cisco (('/5;/



What is an Endpoint?

/ Traditional Endpoint \

L2 - MAC Table
- MAC Address

- Interface

L3 - ARP Table
- P/ MAC
- Interface

e /

NSK# show ip arp vrf default | grep 0@@a

192.168.1.1 00:00:01 000a.00Pa.BRPa V1anlo

NSK# show mac address-table | grep 000a

000a .000a.000a dynamic © Ethl/1

Ethl/1 Ethl/2

000a .000a.000a 000b .000b . 000b
192.168.1.100/24 192.168.2.100/24

NSK# show ip arp vrf default | grep @@@b
192.168.2.1 00:00:01 000b.00Lb.0OOb V1an20
NSK# show mac address-table | grep @0eb

©00b .000b .000b dynamic © Ethl/2

Cisco (l'l/&/
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What is an Endpoint?

Eth1/1 Eth1/2
e ACI Endpoint ) ‘ ‘
- MAC or MAC/IP > IPis /32 or :
/128 Route ‘ ‘
- Interface 000a .000a.000a _ ©00b .000b.000b
- VRF 192.168.1.100/24 / 192.168.2.100/24
k Flags = Local, vPC, static, etc. /
apicl# show endpoints ip 192.168.1.100
Dynamic Endpoints:
End Point MAC IP Address Node Interface Encap

00:0A:00:0A:00:0A 192.168.1.100 101 eth1l/1

vl
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What is an Endpoint?

Ethl/1 Ethl/2
4 ACI Endpoint ) ‘ ‘
- MAC or MAC/IP = IPis /32 or
/128 Route
- Interface 000a .000a.000a 000b .000b . 000b
- VRF 192.168.1.100/24 192.168.2.100/24
k Flags = Local, vPC, static, etc. /
Leafl# show endpoint mac 000a.000a.000a detail
Legend:
s - arp 0 - peer-attached a - local-aged S - static
V - vpc-attached p - peer-aged M - span L - local
B - bounce H - vtep
B e Fommmmm e R e T TR LT Fommmmm oo R +
VLAN/ Encap MAC Address MAC Info/ Endpoint Group
Domain VLAN IP Address IP Info Info
e T Fommmmm e o mm e e LT Fommmmm o R T T +
16 000a.000a.000a L
CL:17 192.168.1.100 L
Cisco{"/&/ HCLUS BRKACI-1001 © 2019 Cisco and/or its affiliates. All rights reserved. Cisco Public 90



Endpoint Learning - ARP
ACI Leafs learn via ARP!

ARP Request

DMAC
SMAC
Eth: Ox0806
Hdr/Opcode
Sender MAC

Sender IP

Target MAC

Target IP

Cisco (l Vf,/

FFFF.FFFF.FFFF \
000a.000a.000a
Eth: 0x0806
Hdr/Opcode
000a.000a.000a
192.168.1.100

0000.0000.0000

192.168.1.101

000a .000a.000a
192.168.1.100/24

EPG1

Frame
ARP

Unicast Routing?
No

000b .000b . 000b
192.168.1.101/24
EPG1

EP Contents
MAC (Sender MAC)

ARP

Yes

MAC (Sender MAC),
IP (Sender-IP)

HCLUS
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Endpoint Learning- Routed Packets

Routed Packet triggers an EP Learn ‘

000a .000a.000a 000b .000b . 000b
DMAC BD MAC 192.168.1.100/24 192.168.2.100/24
EPG1 EPG2

SMAC 000a.000a.000a

802.1Q 10

Frame Unicast Routing EP Contents

SIP 192.168.1.100 IPV4/6 Yes MAC (L2 SRC MAC),
IP (SRC IP)

DIP 192.168.2.100

Protocol

N\

vl
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Proxy Routing

/\ @ v" EPsynced to

» Leafs report EP’s to spine other Spines

once Learnt

« Spines maintain a database
of all Endpoints Learnt in the
Fabric, and on what Leaf(s)

v' EP published
to Spine

they exist.
« Used for “Hardware Proxy” , g5 L3 L4
BD Mode. learnt
on Leaf
° |

ol
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ARP Optimization

EP1 ARP’s for EP2

ACI can Unicast ARP to avoid
unnecessary Flood traffic. >
Requires Unicast Routing on

Properties

Properties
Unicast Routing:
Operational Value for Unicast Routing: true
Name: BD1
Alias:
Description:
n -
Global Alias: a

Legacy Mode: No
VRF: Ciscolive2017/VRF1 « @
Resolved VRF: CiscolLive2017/VRF1

L2 Unknown Unicast: | Flood Hardware Proxy

L3 Unknown Multicast Flooding: |25 Optimized Flood

Multi Destination Flooding: Flood in BD Drop | Flood in Encapsulation

PIM: []
IGMP Palicy:

|[ ARP Flooding: [] ]|

Cisco {l'l/&/

- Unicast Routing

L1 doesn’t
know Target
IP = Send to
Spine!

@ v Spine knows Target
IP is on L3, Unicast
to L3

v' L3 learns from
L1

Received @ v
L3 sends
onlLl1 ‘ ——l to EP2
000a .000a.000a ©00b .000b.000b
192.168.1.100/24 192.168.1.101/24
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ARP Flooding

EP1 ARP’s for EP2

. Behavior is the same as
Traditional Switches

 ARPisflooded using BD
Multicast Group to all Leafs
that have the BD

Properties
Name: BD1
Alias:

Description:

Type: regular

Global Alias:

Legacy Mode: No
VRF: Giscolive2017/VRF1 ~ @

Resolved VRF: CiscoLive2017/VRF1

L2 Unknown Unicast: | Flood Hardware Proxy
L3 Unknown Multicast Flooding: [Z"%7] Optimized Flood

Multi Destination Flooding: g EL ) Drop | Flood in Encapsulation

PIM: []
IGMP Policy: -

" ARP Flooding: "

Cisco (('/6/

@ v is flooded
to all leafs that
@ v is have the BD
Flooded in
BD, copy to
Spine
v
n Received
on L1
v' L2 sends
out
ports in BD
v' L3 sends
to EP2
P0P0a .000a.00na 000b .000b. 000D
192.168.1.100/24 192.168.1.101/24
BD1 BD1
HCLUS BRKACI-1001 © 2019 Cisco and/or its affiliates. All rights reserved. Cisco Public
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Anycast Gateway

Gateway IP is programmed on all leafs
that need it

Deterministic Traffic Flow to Gateway

Consistent Latency across all Devices L3 L4
Towards Gateway
o0 @
| E
EP3 - EPG2
BD1 BD1 BD2

vl
Cisco ("/5, #CLUS BRKACI-1001 © 2019 Cisco and/or its affiliates. All rights reserved. Cisco Public 96



Known Unicast - Layer 2
EP1 pings EP2

Out Out © v Packet is sent
uter uter v' L1 looks at the from L1 directly
SIp DMAC and to L3 through
@ knows it exists spines
DIP N onL3in EPGL
NG _
T nner )
Inner
BBBB v ICMP @ v L3sends
@ Received o ICMP to EP2
SMAC JAVAVAVAN onlLl
SIP 192.168.1.100
DIP 192.168.1.101 000a .000a.000a 000b .000b . 000b
Protocol ICMP 192.168.1.100/24 192.168.1.101/24
EP1 - EPG1 EP2 - EPG1

vl
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Known Unicast - Layer 3

EP1 pings EP2

Subnet under BD acts as GW

If traffic is destined to the GW
MAC, we do an IP Lookup in the

VRF
EPG2

ICMP

Cisco {l'l/&/

‘g'/

v Packet is sent

L1 looks at the from L1

DST IP and directly to L3
knows it exists through spines
on L3in

Received

on BD GW

ICMP

000a .000a.000a
192.168.1.100/24

000b .000b . 000b
192.168.2.100/24
EP2 - EPG2
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Agenda

« Day 1: Why ACI?
« Day 2: Infrastructure and Policies

« Day 3: Forwarding Overview

« Day 4: Network Centric Migrations

- Day 5: Multi Location Deployments
« Day 6: Troubleshooting Tools

- Day 7: Additional Resources
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Day 4 \

Network Centric °
Migrations ° o

You make networking possible

Cisco (('/5;/



Physical Layer

vPC to allow L2 VLANSs

vl
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Checklist
v' Physical Layer ©

Q Layer 3 ()()’(:\)\h

You make security possible

Cisco {l'l/&/



Network Centric Design

L2 Migration Recommendations BD_VLAN100
+

Each Legacy VL. AN requires a unique Bridge Domain
Settings: Unicast Routing Disabled
VLAN. 100

Unknown L2 Flooding
ARP Flooding

Each Legacy VL AN has a unique EPG
100

What have we Accomplished?
Each Legacy VI AN maps to a unique Bridge Domain

vl
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Conceptual View
Legacy

VLAN1T00 VLAN1T01 VLAN102
Cisco(l Vf,/

HCLUS

BD_VLAN100

EPG
VLAN_100

ACI

VRF CiscolLive

BD_VLAN101 BD_VLAN102

EPG EPG
VLAN_101 VLAN_102
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Conceptual View

> st
>l

SVI/VLAN:100
192.168.100.1

SVI/VLAN:101
192.168.101.1

SVI/VLAN:102
192.168.102.1

N
N

\aK/
LN
\aK/
LN

L2 Extension

O @
BD_100 BD_101 BD_102
EPG 100 EPG 101 EPG 102

VLAN100 VLAN101 VLAN102

N%
b
%
b
N
70
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Spanning-tree in ACI

- ACI Fabric does not run Spanning-tree

- BPDUs are flooded in ‘EPG VNID’ (use same VLAN pool for all ports deploying legacy VLANS)
- ACI Fabric does snoop BPDUs and will flush Endpoints (Mac & IP) when TCNs are received
- Learning is disabled when excessive BPDUs are received

- External Spanning-tree devices should be configured with “spanning-
tree link-type shared”

- Use “show mcp internal info vlan encap_vlan” to see TCNs

Leafl0l# show mcp internal info vlan 100
PI VLAN: 13 Up
Encap VLAN: 100
PVRSTP TC Count: 11
RSTP TC Count: O
Last TC flush at Mon May 1 19:32:22 2017
on Tunnell3

Cisco ("/61/ HCLUS BRKACI-1001
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tel:2017

Verification

APIC GUI shows connected Endpoints (MAC and or IP) per EPG and Path

E.g.: 5C:83:8F:69:BB:C9 (N7K) connected via Nodes-101-102/N7710-vPC

Learning

+ MAC Source

Interface Encap

5C:83:8F:69:BB:C9 learned Pod-1/Node-101-102/N7710-vPC (learned) vian-100

Client End-Points

Configured Access Policies Contracts Controller End-Points Learned End-Points

o X
P Learning Hosting Reportine Interface Multicast Encap
Source  Server Controlle Address
MName
EP-5C:83:8F:69:BB:01 B8B:01 === learned === === Pod-1/Node-101-102/N7710-vPC (lear... === vian-100
EP-5C:83:8F:69:BB:C9 5C:83:8F:69:BB:C9 learned Pod-1/Node-101-102/N7710-vPC {lear... vian-100
EP-5C:83:8F:69:BB:C1 5C:83:8F:69:BB:C1 learned Pod-1/Node-103-104/BareMetal01-vPC... --- vlan-100

Cisco ("/61/ HCLUS BRKACI-1001
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Checklist
v' Physical Layer ©

Q Layer 3 ()()’(:\)\h

You make security possible
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Network Centric Design
L3 Migration Requirements

Configure “Layer 3 Out” to create a routed connection to legacy network
Routed Interface

Routed subinterface

Switched Virtual Interface (SVI) e/
with “Unicast Routing” enabled | / ‘

Subnet defined on

. 30ut associated with

EPG has contract to L30ut Network

Dynamic Routing

OSPF/ EIGRP/ BGP/ Static
Cisco{l"/&/
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Conceptual View

i

\ 7/

2o\
SVI/VLAN: 100
192.168.100.1 _
SVI/VLAN: 101 i
192.168.101.1 N2
SVIVLAN: 102 20N

192.168.102.1

=7 S
AT S

é é
VLAN100 VLAN101

Cisco {l'l/&/

A

i

N/

N

L3 Extension

L1

¥
N

=

VLAN102

L2

L2 Extension

HCLUS

BD_100
EPG 100

BRKACI-1001

BD_101 BD 102
EPG 101  EPG 102

© 2019 Cisco and/or its affiliates. All rights reserved. Cisco Public
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L3 Migration Considerations

’I ) D|Sa ble External GW] L2 Unknown Unicast: Hardware Proxy

. . . L3 Unknown Multicast Flooding: (G Optimized Flood
2) Bridge Domain Settings e -
. . . . IPv6 L3 Unknown Multicast: [l
UnlcaSt rOUtIng Enabled - Mlnor SerVICe |mpaCt Multi Destination Flooding: RN Drop ‘ Flood in Encapmlation)
L2 Unknown Unicast H/W Proxy - Service Impact Pib: [
IGMP Paolicy: | select an option -
ARP Flooding Optimized - In conjunction with L2 ARP Fiooding: []

Unknown Unicast
Limit IP learning to Subnet
Off Subnet Learns are cleared

Limit IP Learning To Subnet:

Learning is disabled for 2 minutes Fabric Wide Setting Policy
3) Global Settings
Enforce Subnet Check - adds prefix check to all BD’s

Properties

Disable Remote EP Leamning: [ To disable remote endpaint eaming in VRF= containing external bric

Enforce Subnet Check: Tao disable IP address learning on the outside of subnets configured

el
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Verification

APIC GUI now shows IP information since UC Routing is enabled on BD
E.g.: 192.168.102.11 connected via Nodes-101-102/BareMetal02-vPC

alial. .-~ F F . A F

= MAC Hosting Server Interface Encap

00:048:00:08:00:04 192.168.102.11 -— Pod-1/MNode-101-102/BareMetald2-vPC (... vlan-102

SUmmary

PGIiCY Stats HealtR Faults

Operational History

“lient End-Points Configured Access Policies Contracts Controller End-Points Learned End-Points

o *
End Point Learning Hosting Reporting Interface = Multi Encap
Source Server Controller Addres
Name
EP-00:0A:0A:0A0A0A  00:0A:0A:0A:0A:04  192.168.102.11 learned Pod-1/Node-101-102/BareMetal02-vPC (.. === vlan-102

Recommended Content! - ACI Endpoint Learning White Paper

https://www.cisco.com/c/en/us/solutions/collateral/data-center-virtualization/application-centric-infrastructure/white-paper-c11-739989.html

ol
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Verification
el APIC

System Tenants Fabric Virtual Netwaorking L4-L7 Services Admin Operations Apps Integrations

ALL TENANTS Add Tenant BEUETNETES W name or descr

commaon CiscolLive ir infra ACI-AMT-Book
Routes
<
Name Pfx
G U I L4 D Route 1.1.1.102/32, Flags:direct,v4, Unicast Cost: 1 1.1.1.102/32
» D Route 192.168.255.4/30, Flags:direct,v4, Unicast Cost: 4 192.168.255....
L4 D Route 192.168.255.0/30, Flags:in-rib,v4, Unicast Cost: 8 192.168.255....
b D Route 1.1.1.101/32, Flags:in-rib,v4, Unicast Cost: 9 1.1.1.101/32
» EL Route 192.168.101.0/24, Flags:in-rib,v4, Unicast Cost: 20 192.168.101....
A D. Route 10.0.0.0/8, Flags:in-rib,v4, Unicast Cost: 5 10.0.0.0/8

= Nexthop eth1/13-192.168.255.6

Cisco(l'l/&/ HCLUS
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Verification

SSH

Cisco (l'l/&/

Leaf101# show ip ospf neighbors vrf Ciscolive:CiscolLive

OSPF Process ID default VRF Ciscolive:VRF1

Total number of neighbors: 1

Neighbor ID Pri State Up Time Address Interface
192.168.255.255 1 FULL/BDR 02:27:05 192.168.255.2 Eth1/13

Leaf101# show ip route 10.0.0.0/8 vrf CiscolLive:Ciscolive
IP Route Table for VRF "CiscolLive:VRF1"

'*' denotes best ucast next-hop

"*¥*' denotes best mcast next-hop

"[x/y]' denotes [preference/metric]

'%<string>' in via output denotes VRF <string>

10.0.0.0/8, ubest/mbest: 1/0
*via 192.168.255.2, eth1/13, [110/5], 01:45:34, ospf-default

HCLUS BRKACI-1001 © 2019 Cisco and/or its affiliates. All rights reserved. Cisco Public
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Common Pitfalls
Old Gateway still Active!

N7, N, - Y‘
o K K L3 Extension
SVI/VLAN: 100 SVI/VLAN: 100
192.168.100.1 /NS N 192.168.100.1
SVIVLAN:101 = == L1 L3 L4 K svivian:1o1
192.168.101.1 RS N : 192.168.101.1
SVIVLAN 102 IR & SVI/VLAN: 102
192.168.102.1 L2 192.168.102.1
L2 Extension i i i
== == ==
M e — — —
ﬁ
D' D D BD_100 BD 101  BD 102
4 , 4 EPG 100 EPG 101  EPG 102
VLAN100 VLAN101 VLAN102

vl
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Common Pitfalls

Windows Dynamic Load Balancing

Problem:

Traffic is Sourced with the same IP but
from both NIC’s using different MACs

ACI Fabric sees frequent IP Move
between MAC’s when Routing is
Enabled!

Solution:

1) Use “Hyper-V Port” to force single
MAC to IP Communication

2) Disable IP Learning on the VRF

IP: 192.168.100.11

IP:192.168.100.10

vl
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Checklist
v' Physical Layer ©

You make security possible

Cisco {l'l/&/



Day 5: Multi-
_ocation N\
Deployment

Options /' \

You make networking possible

Cisco (l'l/&/



Stretched Fabric

Cisco (('/5;/

HCLUS

BRKACI-1001

1S-1S
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Stretched Fabric

Advantages

« All one Fabric

* No Additional Routed Infrastructure

« Simple Provisioning - If cabling is in
place

Limitations

« Single APIC Failure Domain

* L1 Connectivity between Transit
Leafs and spines (dark fiber)

« Same Control Plane Instance
Across Sites

Cisco {l'l/&/

(L Jeo}
(Ac,

=

N

’.’% ) .
,
N L
U

S10 520 S11

f
N

H
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IPN MTU Requirements: 9150 Bytes

[Pv4 Multicast
Network

iL7h ‘LSh iLgh L10

ol
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Multipod

Advantages

All one Fabric

Policy Stretched across sites
Separate Control Plane Instances
per site

Increases Leaf Scale to 400

Limitations

Single APIC Failure Domain

Need dedicated Routing Devices as
Inter-Pod Network (IPN) Routers.
Requires PIM BI-Dir to route BUM
traffic between sites.

50ms max latency between pods

Cisco {l'l/&/

HCLUS

BRKACI-1001
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IPN MTU Requirements: 9150 Bytes

Remote Leaf

IS-1S
—— OSPF

IPV4 “Inter-site”
Network

Remote Office/ DC

ol
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Remote Leaf

Advantages
« All one Fabric
» Easy Addition of small site to
existing APIC
* Spines not required in Remote Site.
« Connects to existing routing
infrastructure
* No Multicast required

Limitations

« All traffic goes to “main” site before @@@
other sites. C B B

* 140ms Latency Restriction
* Port Count

vl
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IPN MTU Requirements: 9150 Bytes

IPV4 “Inter-site”
Network

ACI ]
ACI )

ACI
Multi-Site
Controller

vl
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Multi-Site

Advantages
« Two Independent Fabrics (APIC Clusters)

* Policy is synchronized using Multi-Site
Controller

« Connects to existing routing infrastructure
* No Multicast required

Limitations
« 500ms - 1s latency for OOB
MSC - APIC connectivity

» Not all Site Specific Config can be done
from MSC

Cisco {l'l/&/ HCLUS
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DEVAGK \

roubleshooting o
'00ls o o

You make networking possible
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Fault Properties

Faults

Qoo

General Troubleshooting History

Explanation: The object refers to an object that was not found.
Recommended Action: Make sure that referenced object exists and the name is spelled correctly in the relation object.

Audit log minutes before the fault

- Time Stamp ID User

2019-05-09T13:13:51.337-04:00 4295108047 carschmi

2019-05-09T13:13:51.337-04:00 4295108048 carschmi

2019-05-09T13:13:51.337-04:00 4295108049 carschmi

2019-05-09T13:13:51.336-04:00 4295108050

4295108051 @carschml
4295108052

carschmi

carschmi
2019-05-09T13:13:51.336-04:00
\ 2019-05-09T13:13:51.336-04:00
2019-05-09T13:13:44.179-04:00

4295108046 carschmi

EPG - VLAN_100

Audit Logs Events

Action Affected Object

uniftn-Ciscolive/BD-
VLAN_100/rsmidsn
unifin-CiscolLive/BD-
VLAN_100/rsigmpsn
uniftn-CiscolLive/BD-
WLAN_100/rsctx
uniftn-CiscolLive/BD-
WLAN_100/rsbdToEpRet
uniftn-Ciscolive/BD-
VLAN_100/rsBDToNdP

Description

deletion RsMIdsn deleted

deletion Rslgmpsn deleted

deletion RsCix deleted

deletion RsBdToEpRet deleted

deletion RsBDToNdP deleted

deletion unifin-CiscoLive/BD-VLAN_100 BD VLAMN_100 deleted

uni/tn-CiscoLive/ap-

modification LegacyVlans/epg-VLAN_100/rsbd

RsBd modified

Summary

[ 100 NORSEaYoN. Mu

- Severity Acked Cause Creation Time Affected Object

o o AR . uniftn-CiscolLive/ap-
(A} configuration-failed  2018-05-09T13:135.. g ot SEle ol o 100
uniftn-Ciscolive/ap-
(0] resolution-failed 2019-05-09T13:13:5..  Legacy\lans/epg-

WAK ANNErehA

Cisco (l V&/

HCLUS

Policy Faults History

Faults Fault Counts Stats

o *
Lifecycle

Description Code Last Transition

Configuration failed for EPG VLAN_100

due to BD Not present FO5...

2019-05-09T13:13:5..  Soaking

© 2019 Cisco and/or its affiliates. All rights reserved. Cisco Public

Failed to form relation to MO BD-
VLAM_100 of class fWBD in context
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EP Tracker

System Tenants Fabric VM Networking Operations

192.168.102.11

“We had a
problem at
14:21!111”

Application
LegacyVians

Tenant

Ciscolive

Learned At
101-102, vPC: BareMetal02-vPC

192.168.102.11 SEARCH
Learned At Tenant Application EPG - P
Attac h/DetaCh eve nts 101-102, vPC: BareMetalo2-vPC  Ciscolive Legacyvians VLAN_102 192.168.102.11

State Transitions

| Date + [ MAC EPG Action Node Interface Encap
2017/05/03 14:27:39 192.168.102.11 00:0A:00:0A:00:04  Ciscolive/LegacyVians/... detached Pod-1/Node-103-104 BareMetal01-vPC vlan-102
2017/05/03 14:22:59 192.168.102.11 00:0A:00:0A:00:04  Ciscolive/LegacyVians/... attached Pod-1/Node-103-104 BareMetal01-vPC vlan-102
2017/05/03 14:22:11 192.168.102.11 00:04:00:0A:00:0A  Ciscolive/LegacyVlans/... detached Pod-1/Node-103-104 BareMetal01-vPC vlan-102
2017/05/03 14:21:51 192.168.102.11 00:0A:00:0A:00:0A  Ciscolive/LegacyVians/... attached Pod-1/Node-103-104 BareMetal01-vPC vlan-102
2017/05/03 14:21:31 192.168.102.11 00:0A:00:0A:00:0A  Ciscolive/LegacyV'ans/... detached Pod-1/Node-103-104 BareMetal01-vPC vlan-102
2017/05/03 14:21:22 192.168.102.11 00:04:00:0A:00:0A  CiscoLive/ /ﬁansl... attached Pod-1/Node-101-102 BareMetal02-vPC vlan-102

00:0A:00:0A:00:0A . attached Pod-1/Node-103-104 BareMetal01-vPC vlan-102

2017/05/03 14:21:11 192.168.102.11

Objects Per Page: 15 Displaying Objects 1 - 7 Of 7

‘ Page |1 Of1

BareMetal01-vPC
BareMetal02-vPC
BareMetal01-vPC

Pod-1/Node-103-104
Pod-1/Node-101-102
Pod-1/Node-103-104

detached

attached
attached

IP Was Moving???

Cisco (( '/6/
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Atomic Counters

« Used to measure packet loss in Overlay

» Logs packet count between EP’s on different Leafs
» Specific Filter can be set

* Requires NTP!

Leaf Direction Filter Packet Count
L1 Tx ICMP 500

L2 RX ICMP 500 A\
/ 192.168.101.10 ~ 192.168.102.11

Ping -¢ 500 192.168.102.11

vl
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Atomic Counters

EP-to-EP CiscolLive-ACP

i

Operational Faults History

B3 4

Properties
MName: ClscoLive-ACP

Description: |optional

Administrative State: Disabled Enabled

Source IP:
IP State
CiscoLive/LegacyVlans/5C:83:8F:B0:76:C1/192.168.101.10 formed
Destination IP:
P State
CiscoLive/LegacyVlans/00:0A:00:04:00:0A/192.168.102.11 formed
Filters:
Mame Protocol Source Port Destination Port Description
55H tcp Unspecified 22 Source Any, Dest 22
live!
Cisco "/5' HCLUS BRKACI-1001
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Atomic Counters

EP-to-EP CiscoLive-ACP

Policy Operational

Faults History

Last Collection (30 Seconds) Tot
Source « Destination
Transmit Pkt Admitted Pkt Dropped Pkt Transmit Pkt Admitted Pkt Dropped Pkt Excess Pkt
uniftn-Ciscolivefap-Legacy... uni/tn-Ciscolive/ap-LegacyVlans/epg-... 3926 3926 0 B1658 B1658 0 0

Dropped Pkt Transmit Pkt Admitted Pkt

NO Packet Loss In Overlay

0 B1658 81658

Cisco (( '/6/
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SPAN

. ¥ EP Learnt
ACI allows for SPAN of Entire EPG
ERSPAN Destination must be an IP EP _E ERSPAN

Learnt in ACI T \ / T 10.10.10.10

EP Can run ereShark or TShark Leaf101# show monitor session all
session 1
description : Span session 1
type : erspan
version t 2
oper version 1
state : up (active)
erspan-id 1
SPAN Source SPAN . granularity :
. . ~ vrf-name : Ciscolive:VRF1
DeStInatIOn - acl-name 8
™ ip-ttl : 64
EPG ERSPAN ip-dscp : ip-dscp not
specified
destination-ip : 10.10.10.10/32
origin-ip 8 Hodlodlodl
Port ERPSAN/Local mode | aecess
source VLANs
Port rx : 100
tx . 100
both : 100
filter VLANs ¢ filter not specified

vl
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Troubleshootin

alaln System Tenants
CIsco
€ CiscoLive-TSW « e
Acmml A\, Major
A Faults ) Minor Warning

1 Drop/Stats
" Contracts
Events and Audits

~ Traceroute

2 Atomic Co P BareMetalot-
«&  Atomic Counter arhd

SPAN Source Endpoint
IP: 192.168.101.10
MAC: 5C:83:85:B0.76:C1

(© Time Window ¥
From latest 240 minutes
To now

«

(@ Session Information

Source 192.168.101.10
Desination 192.168.102.11

Session Type Endpoint -+ Endpoint

Shows Faults
in the Path

Leat Leat108 (pod-
1/node-108)

Leaf104 (pod-
1/node-104)

Wizard - Faults

VM Networking L4-L7 Services Admin

Advanced Mode
Operations Apps

‘welcome, admin +

Visibility & Troubleshooting | Capacity Dashboard | ACI Optimizer | EP Tracker | Visualization

Spine Spine201 (pod-1/node-201)

Spine Spine202 (pod-1/node-202)

Leaf Leat101 (pad]
1Unode-101)

ethy/14 thii
VPC: BarsMetal02- et
wPC

Leaf Leat102 (pod-
1nede-102)

athti}

vPC: BareMetal01- : BareMetal02-
wRC vPC

Destination Endpoint
1P: 192.168.102.11
MAC: 00:0A:00:0A:00:0A

Current Bm Time:2017-05-04T18:02 UTC+00:00

Cisco (( '/6/
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thah 3

L) . L) il = i i i

A enants VM Networking  L4-L7 Services Admin Operations Apps P
Visibility & Troubleshooting | Capacity Dashboard | ACI Optimizer | EP Tracker | Visualization

© Ciscolive-TSW « e @ i

A Faulis Mo stats auallabla ° hia deop Packats dropped Spine Spine201 (pod-1/node-201)  Spine Spine202 (pad-1/node-202)

ils Drop/Stats

B Contracts

EEEEEEER \/ EEEEEEER \/
F, Events and Audits

— Traceroute Leaf Leaf103 (pod-
1/node-103)
h1/14 th1/1.
b vPC: BareMetal02- o uF‘é: BareMetal02-
i VPG

Destination Endpoint
1P:192.168.102.11
MAG: 00:0A:00:0A:00:0A

LLLE] Leaf Leaf101 (podCLEL] Leaf Leaf102 (pod-
O | inode-101) O L inode-102)
C

thi/1
*VHE Bare
vP! P

«5 Atomic Counter

', SPAN Source Endpoint
IP: 192.168.101.10

MAC: 5C:83:8F:BD:76:C1

Shows Drops on Every Hop.
Green Arrows portray no Drops

NOTE: Some Drops are expected.
© Time Window ? Look for Drops like “Buffer” and “Error”!

<«

(@ Session Information

R Recommended Content! - Understanding Drop Faults in ACI

Desination  162.168.102.1 http://www.cisco.com/c/en/us/support/docs/cloud -systems-management/application-policy-
infrastructure-controller-apic/210539-Explanations-of-Packet-Drop-Faults-in-AC.html

Session Type  Endpoint —+ Endpoint

vl
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Troubleshooting Wizard - Contracts

Acivanced Mode|
ol I L] | h Tenants Fabric VM Networking  L4-L7 Services Admin Operations Apps
CIsco welcome, admin |

Visibility & Troubleshooting | Capacity Dashboard | ACI Optimizer | EP Tracker | Visualization

© CiscoLive-TSW « @ i

A\ Faults

Spine Spine201 (zod-1/node-201)  Spine Spine202 (pod-1/node-202)

Shows Contracts for
ili  Drop/Stats F | OWS
5 Contracts / \

R Events and Audits

— Traceroute

«% Atomic Counter

Leat Leaf103 (pod-
1incde-103)

Leaf104 (pod-
1/node-104)

Leaf Leat101 (pod| Leaf Leaf102 (pod-
1inode-101) 1incge-102)

th1/1 eth1il eth1/14 th1/1.
#VEE. BareMetaint- WS Baremetaion- VPC: BareMetalo2- “NPC: BareMetaloz-
vAC VT wPC vAC

Source Endpoint 8 Destination Endpoint
IP:192.168.101.10 - |mp||c|t Deny - 1P:192.168.102.11
MAC: 5C:83:8F:B0:76:C1

MAG: 00:0A:00:0A:00:0A

h Endpoint < Source Ei
Hits

L4 Si L4 Dest TCP Fl; Acti Nodi
(© Time Window ¥ 3 Fiter 1D: implicit BD, s o o > odes
permit node-101 2357258
Info  Protocol L4 Src L4 Dest TCP Flags Action Nodes Hits n%e-}g% g
node-
From latest 240 minutes @ permit node-101 0 ’ el
node-102 0
To now node-103 5 = 3
e e & Filter ID: SSH (rev) from VLAN_102 to VLAN_101
= e Info  Protocol L4 Src L4 Dest TCP Flags Action Nodes Hits
(@ Session Information ¥ AR Ephch (i) ipep 22-22 permit node-101 368841
Info  Protocol L4 Src L4 Dest TCP Flags Action Nodes Hits. node-102 0O
node-103 0
Source 182.168.101.10 ® e oo odegl0c N
node-102 7
Desination 192.168.102.11 :mjg 104 &= Filter ID: implicit BD Allow (CiscoLive/BD_Vian101)

Session Type  Endpoint — Endpoint

vl
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Troubleshooting Wizard - Atomic Counters

laln . . : . . Advanced Mode
o System Tenants Fabric VM Networking  L4-L7 Services Admin Operations Apps T e

Visibility & Troubleshooting | Capacity Dashboard | ACI Optimizer | EP Tracker | Visualization

Spine Spine201 (pod-1/node-201)  Spine Spine202 (pod-1/node-202)
Atomic Counter
Leal104 (pod- Leaf Leaf101 (m_ Leaf Leaf102 (pod-
1/node-104) 1inode-101) 1inode-102)
.C: Atomic Counter HIT" : BareMetalO1- EEVFf" : BareMetalO1- B‘W‘é- BareMetal02- EIW"C" BareMetalo2-
vRC vPC wPG PG
W 50887 50 781 No Drops! NG B0 0R G0 0004

Source Endpoint — Destination Endpoint /

Current Cumulative

Tx Rx Drop Excess Tx Rx Drop Excess
@® Time Window p 1000 1000 0 0 20169 20169 0 0
From Iatest 240 minutes Destination Endpoint — Source Endpoint
o now Current Cumulative
(@ Session Information v Tx Rx DFOD Excess Tx Rx DFOD Excess
- o2 1B 110 1000 1000 0 0 40055 40055 0 0
Desination 192.168.102.11

Session Type  Endpoint —+ Endpoint

vl
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Troubleshooting Wizard - SPAN

cisco

© CiscoLive-TSW
A\ Faults
1l Drop/Stats
 Contracts
Events and Audits

= Traceroute

«% Atomic Counter

% SPAN

@© Time Window

From latest 240 minutes
To now

(@ Session Information
Source 162.168.101.10
Desination 19216810211

Session Type  Endpaint —+ Endpoint

Cisco (l Vf,/

<«

¥

Advanced Mode

Tenants Fabric VM Networking L4-L7 Sg
welcome, admin v|

Ability to SPAN to APIC or other devices

attached to the Fabric

ERSPAN
Uncheck the Interface that you do not wan! to span.

| ERSPAN Destination
Destination Type: (&) EPG © Host via APIC
© APIC ® Predefined Destination
Group
predefined
Group: CiscoLive - @

Leaf Leat101 (pod
1/node-101)

Leaf Leat102 (pod-
1/node-102)

Leaf Leaf103 (pod- f Leaf104 (pod-
1/node-103) 1/node-104)

*HE: BareMetaloi- ke . BareMetal0z-
vPC vPC

Source Endpoint
IP: 192.168.101.10

MAC: 5C:83:8F B0:76:C1

N BareMetalo2-
vPC

Destination Endpoint
1P 192.168.102.11

MAC: 00:0A:00:0A:00:0A

User can select which ports to SPAN

HCLUS BRKACI-1001 © 2019 Cisco and/or its affiliates. All rights reserved. Cisco Public 138



Capacity Dashboard

i APIC wani @ G O O

System Tenants Fabric Virtual Networking L4-L7 Services Admin

Operations Apps Integrations

bility & Troubleshooti | EP Tra

Capacity Dashboard |

Capacity Dashboard VLAN Capacity is Full!

Fabric Capacity Leaf Capacity

Switch * VRF BD EPG Mac (learned) IPv4 (learned) IPVE (learned) Multicast Policy CAM VLAN LPM
Rules:
d-1/mode-101 1% 120fB00  57%  20150f3500  S50% 2014 of 3960 <1% 19 0f 24575 1% 11 of 24576 <1% 10f 12288 <1% 10f8192 3%  207B0f65536  100%  39930f3960 0% of 20430
pod-1/node- .
EJBK:_CJB18':>DYE'EX Local: 18 Local: 11 Local: 1 Labels:
0l . "
nfigure Profiler Remote: Remote: 0 Remote: 0 0% 0
Rules:
d-1 de-102 % 12 of 800 57% 2016 of 3500 50% 2015 of 3960 <1% 23 of 24576 1% 13 of 24576 <1% of 12288 <1% 10f8192 3% 2077 of 65536 1% 4001 of 3960 0% of 20480
po PG!S U A A Ll N
E‘IBK;_@HS:Y?EX Local: 23 Local: 13 Local: 1 Labels:
onfigure Frofi e@ Remote: 0 Remote: 0 Remate: 0 0% o
Local: Local: Local:
pod-1/node-103 % 7af 400 <1% 9 of 3500 <1% 9 of 3960 1% 7of 12288 1% 5of 12288 <1% 1.0f 8192 0% oofg19z 2% 93 0f 4096 1% 34 of 3960 0%
NOK-CI396PX ' B
Remote: Remote: Remate:
<1% of 12288 0% Oof12288 0% 0of 8192

Capacity Dashboard panel displays your usage by range and percentage.

Use this to plan your fabric Scale.

vl
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App Center

Hmm APIC (s D) . mi e ° 60 e e

cisco O
System Tenants Fabric Virtual Networking L4-L7 Services Admin Operqrations

Apps Faults

Apps -

B @ o % 7

ELAM Assistant EnhancedEndpointT

E ) Tracker 5C0
Contract Viewer for the stats data Help you perform ELAM(Embedded Track endpoint activity within the ACI
between EPGs Logic Analyzer Module) on ACI nodes fabric

to capture a single packet at a time and
analyze where the packet goes.

This application is installed in the Tenant tab.

o ExternalSwitch © NAE Policy Explorer o Network Insights
by Cisco &, by Cisco - Resources
y Cisco
Integration with external switch Cisco Network Assurance Engine Policy by C
managers Explorer provides capability to explore
policy configuration and connectivity in
ACI networks

Network Insights - Resources is a
platform for predictive analytics,
correlation and alerting using
streaming telemetry data for
networkina fabrics.

vl
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Network Insights - Resources

Apps Network Insights - Resources

Network Insights - Resources Time Range: (g May 215t 2019, 4:59 PM - May 215t 2019, 5:14 PM ~ Time Window allows for fllterlng
of data

& Dashboard

Event Analytics Dashboard

ul  System
ReasotialLilzation =/ Event Analytics by time

Environmental

[0C0CCOCHONOCC0000CHCOCO00000000000O0000000Q000C0CH

Faults (50)

Events (29)
- | Audits/Events/Faults are displayed
for the given time window

“+ Operations
Flow Analytics

Event Analytics
05PM  05:01 05:02 05:03 0504 05:08

05:14

05:13

05:12

05:11

05:10

05PM 0501 0502 0503 0504 0505 B st 0509

Audit Logs by Actions Events by Severity Faults by Severity

32 0

B 0 59

118 e 16849 | wm
. o 0 48

0] e e

o 16817 417

OTHER

vl
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Network Insights - Resources

Apps Network Insights - Resources

Network Insights - Resources

@& Dashboard

Only Audit Entries Are
Present
No Events or Faults!

Event Analyiio8

Cisco {l'l/&/

Filters

Time Range: (@ May 21st 2019, 4:59 PM - May 21st 2019

Browse Audit Logs, Events & Faults

View by: Type

Audit Logs by Actions

Creation Time ~

May 21 2019 05:14:03pm

May 21 2019 05:14:03pm

May 21 2019 05:14:03pm

Description contains VLAN x

20

Filters can be set to focus on

specific entries

Events by Severity

0

DELETION

20

CREATION

0

MODIFICATION

20 Total Audit Logs, Events & Faults

Type Severity/Action Node

Audit Logs Creation calo-d-apicl

Audit Logs Creation calo-d-apic1

Audit Logs Creation calo-d-apic1
HCLUS

Faults by Severity

0

CRITICAL

0

MAJOR

0

CRITICAL

0

MAJOR

Now only objects with “VLAN” in

the Description are shown

Affected Object

uni/tn-CiscoLive/BD-
VLAN2007

uni/tn-CiscoLive/ap=-
Ciscolive/epg-VLAN2005

uni/tn-CiscoLive/ap-
Ciscolive/epg-VLAN2003

BRKACI-1001

Description

BD VLAN2007 created

AEPg VLAN2005 created

AEPg VLAN2003 created

© 2019 Cisco and/or its affiliates. All rights reserved. Cisco Public
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Network Insights - Resources

Apps Network Insights - Resources

Audit Log Details - 4211945

General  Timeline

General Information

remoteuser-carschmi creation uniftn-CiscoLive/BD-VLAN2051 4211945 AuditLog May 29 2019 02:16:11pm

Come On Carlo... Again?

Diagnostics .
How many times do | have
to tell you to submit a
BD VLAN2051 created change control request!

ol
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Network Insights - Resources

Apps Network Insights - Resources

Network Insights - Resources

Dashboard

ul  System
Resource Utilization
Environmental
Operations
Flow Analytics

Event Analytics

Cisco (('/6/

Time Range:

Dashboard

Anomalies by Type

Total

st 2019, 2:27 PM - May 21st 20

Total Controllars Tntal Nodes

pines

Anomaly Detection Helps Identify  jsts

Changes in Real Time

0

CRITICAL

1

FLOW ANALYTICS

0
O 2 MAJOR

UTILIZATION Total 0
MINOR
ENVIRONMENTAL
OTHER
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Network Insights - Resources

Apps Network Insights - Resources

Network Insights - Resources

Time Range:

Dashboard i
Browse Anomalies

Ll System
Resource Utilization .
Filters  Category == Flow Analytics x
Environmental
Operations N
Anomalies By: | Type

Flow Analytics

Event Analytics

1 Total Anomalies

Start Time End Time
May 21 2019 May 21 2019
02:39:26pm 02:43:59pm

Cisco (('/6/

|8 May 21st 2019, 2:27 PM - May 215t 2019, 2:42 PM ~, )

FLOW ANALYTICS

Severity

o Info

HCLUS

Resource Type

/7 0

Top 2 nodes contributing to Anomalies

Node Anomaly Score
d-leaf104 ]
d-leaf101 <

0 0
UTILIZATION ENVIRONMENTAL
Flow Analytics Can Analyze Broken
Traffic Flows and alert via Anomaly
Nodes Description
d-leaf101 Packet drop is detected due to Policy Drop.
BRKACI-1001 © 2019 Cisco and/or its affiliates. All rights reserved. Cisco Public
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Network Insights - Resources

Apps Network Insights - Resources

Details about Affected Endpoints
are reported General Information

SOURCE DESTINATION
ADDRESS PORT EPG ADDRESS PORT EPG
192.168.4.40 0 ed 192.168.3.11 0 e3

View More

Path Summary

If drop, Node which is dropping
and reason can be easily identified! May 21 2019, 2:39 PM

Policy Drop

Destination
| source . [ _Destination

192.168.4.40 d-leaf101 192.168.3.11
Port: 0 pOZ2 LUnknown Port: 0
ed g3

vl
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ELAM Assistant App

Apps ELAM Assistant

ELAM Assistant Capture a packet with ELAM (Embedded Logic Analyzer Module)

Capture (Perform ELAM)
ELAM PARAMETERS Quick Add Add Node

node-101 (d-leaf101)

node-102 (d-leaf102) Name your capture:  (optional)

node-103 (d-leaf103) Status Node Direction Source I/fF Parameters
VxLAN (outer) header

node-104 (d-leaf104)

|\i>| node-101 from frontport any |<+>| @ src ip 192.168.4.40
node-201 (d-spine201) - - @ et 192168311
st ip .168.3.
node-202 (d-spine202) ~ ~
ICE)I Report Ready node-102 from frontport any (—f} @ src ip 192.168.4.40
Unsupported Nodes @ dstip 192.168.3.11

N
Report is generated if packet
match on

Set packet parameters to

matching criteria

Select a report.

vl
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ELAM Assistant App

Device Type
Packet Direction

Inconming IfF

Destination Type

Destination Logical Port
Destination Physical Port
Sent to SUP/CPU instead

SUP Redirect Reason (SUP code)

Drop Code

Cisco [l '/6/

Basic Information

LEAF
ingress (front panel port -» leaf)

eth1/13

Forward Result

To a local port

Packet is

Eth1/32 Dropped
e —

packet dropped "

yes

ISTACK_SUP_CODE_ACL_LOG

Drop N—

SECURITY_GROUP_DENY

HCLUS

Provides Detailed Information

about the packet that was
triggered

BRKACI-1001

Destination MAC
Source MAC
Access Encap VLAN

CoS

L3 Type
Destination P
Source IP

IP Protocol

DSCP

TTL

Don't Fragment Bit
IP Checksum

IP Packet Length

L2 Header

0022.BCF8.19FF

B8CA0.4F08.0241

740

0

L3 Header

IPv4
192.168.3.11
192.168.4.40
0x1 (ICMP)

Q

255

0x0 (not set)

0xBD96

84 (IP header(28 bytes) + IP

payload)

© 2019 Cisco and/or its affiliates. All rights reserved. Cisco Public
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Enhanced Eﬂde“’]t TraCker Provides Historical Data of Al

Endpoints, including # of moves

Troubleshooting Endpoint Moves

(o) Moves

Time Type Address Event Count VRF/BD

May 09 2019 - 14:20:44 mac 90:E2:BA:29:F8:C9 145 uni/tn-insbulab/BD-internetConnectedBD
May 09 2019 - 14:19:59 172.23.136.172 58 uniftn-insbulab/ctx-labvrf
May 09 2019 - 14:19:44 mac 00:50:56:67:D8:93 59 uni/tn-insbulab/BD-192
May 09 2019 - 14:19:39 mac 00:50:56:63:88:49 58 uniftn=insbulab/BD-192
May 09 2019 - 14:18:37 172.31.141.245 5 uni/tn-insbulab/ctx-laburf
May 09 2019 - 14:14:57 172.31.140.115 32 uni/tn-insbulab/ctx-labvrf
May 09 2019 - 14:14:32 172.31.142.39 1 uniftn-insbulab/ctx-labvrf
May 09 2019 - 14:13:43 172.23.139.233 17 uniftn-insbulab/ctx-labvrf
May 09 2019 - 14:12:53 172.23.136.237 27 uni/tn-insbulab/ctx-labvrf
May 09 2019 - 14:12:01 172.23.136.154 28 uniftn-insbulab/ctx-laburf
May 09 2019 - 14:11:54 172.23.138.99 7 uniftn-insbulab/ctx-labwrf
May 09 2019 - 14:11:16 172.31.140.89 36 uniftn-insbulab/ctx-labvrf
May 09 2019 - 14:09:33 172.31.128.168 3 uni/tn-insbulab/ctx-laburf

vl
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Enhanced Endpoint Tracker

Troubleshooting Endpoint Moves

© =@ 90:E2:BA:29:F8:C9

Fabric insbu BD uni/tn-insbulab/BD-internetConnectedBD EPG uniftn-insbulab/ap-base/epg-lab
Local on pod-1 node 1004 interface eth1/44 encap vlan-900

Remotely learned on 1 node.

145 Moves 0 Rapid events

@ History @ Detailed o Move e Rapid @ OffSubnet o Stale @ Cleared

Local Node
1004

Time

May 09 2019 - 14:20:44
May 09 2019 - 14:20:44
May 09 2019 - 14:20:44
May 09 2019 - 14:20:44
May 09 2019 - 14:20:44
May 09 2019 - 14:19:48
May 09 2019 - 14:19:40
May 09 2019 - 14:18:48
May 09 2019 - 14:18:42

May 09 2019 - 14:18:38

Cisco {l'l/&/

o OffSubnet events

0

Stale events

o Clear events

Provides Exact Location of

Endpoint

Node and Interface Move history

allows for easy issue isolation

\_

1010

1004

1010

1004

1010

1004

1010

1004

1010

Status

created

created

created

created

created

created

created

created

created

created

Interface

eth1/44
eth1/37
eth1/44
eth1/37
eth1/44
eth1/37
eth1/44
eth1/37
eth1/44

eth1/37

HCLUS

Encap

vlan-900
vlan-900
vlan-900
vlan-900
vlan-900
vlan-900
vlan-900
vlan-900
vlan-900

vlan-900

BRKACI-1001

pcTAG
16387

16387
16387
16387
16387
16387
16387
16387
16387

16387

EPG

uni/tn-insbulab/ap-base/epg-lab
uni/tn-insbulab/ap-base/epg-lab
uni/tn-insbulab/ap-base/epg-lab
uni/tn-insbulab/ap-base/epg-lab
uni/tn-insbulab/ap-base/epg-lab
uni/tn-insbulab/ap-base/epg-lab
uni/tn-insbulab/ap-base/epg-lab
uni/tn-insbulab/ap-base/epg-lab
uni/tn-insbulab/ap-base/epg-lab

uni/tn-insbulab/ap-base/epg-lab
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Enhanced Endpoint Tracker

Troubleshooting Off Subnet Endpoints Any Endpoint which is off subnet is
flagged. Unexpected for Network

Centric Deployment!

These are historical records. The endpoint may no longer be offsubnet.

o OffSubnet Endpoints

Time A Type Address Affected Node Event Count VRF/BD
May 08 2019 - 13:12:49 10.193.239.113 1007 1 uniftn-insbulab/ctx-labvrf
May 08 2019 - 13:12:49 10.193.31.149 1009 1 uniftn-insbulab/ctx-labvrf
May 09 2019 - 13:12:49 10.23.236.93 1009 1 uni/tn-insbulab/ctx-labvrf
May 08 2019 - 13:12:49 10.193.12.220 1009 1 uniftn-insbulab/ctx-labvrf
May 08 2019 - 13:12:49 10.193.10.244 1010 1 uniftn-insbulab/ctx-labvrf
May 09 2019 - 13:12:49 172.31.162.135 1010 1 uniftn-insbulab/ctx-labvrf
May 08 2019 - 13:12:49 10.30.219.84 1010 1 uniftn-insbulab/ctx-labvrf
May 09 2019 - 13:12:49 10.23.239.37 1009 1 uni/tn-insbulab/ctx-labvrf
May 09 2019 - 13:12:49 64.100.48.246 1009 1 uni/tn-insbulab/ctx-labvrf
May 09 2019 - 13:12:49 10.30.11.70 1005 1 uniftn-insbulab/ctx-labvrf
May 08 2019 - 13:12:49 10.122.143.19 1010 1 uniftn-insbulab/ctx-labvrf
May 09 2019 - 13:12:49 172.27.193.213 1009 1 uniftn-insbulab/ctx-labvrf
May 08 2019 - 13:12:49 10.193.250.87 1009 1 uniftn-insbulab/ctx-labvrf

vl
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Enhanced Endpoint Tracker
Troubleshooting Off Subnet Endpoints

© X1 10.193.239.113
offsubnet Nodes

Fabric insbu VRF uniftn-insbulab/ctx-labvrf EPG -

Remotely learned on 1 node. ~

0 Moves o Rapidevents 1 OffSubnetevents ¢ Staleevents o Clear events

@ History @ Detailed o Move e Rapid @ OffSubnet o Stale @ Cleared

Time ~ Affected Node Interface Encap Remote Node EPG
May 09 2019 - 13:12:49 1007 tunnel6 - (1101,1102) uni/tn-insbulab/ap-base/epg-lab
1 total

vl
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Day 7: Additional N\
Resources

You make networking possible

Cisco (('/5;/



Support Forums

Application Centric Infrastructure

Join the ACI conversation. Jump into this space for access to peers and industry experts. You'll find the latest updates, helpful resources, and
assistance when you need it.

Labels

TAC Engineers are Subscribed

.
Easy Portal to Post Non ImpaCtlng

Questions or Concerns

Has Documentation written by
CSE’s and Technical Leaders

1 2 3 113 Next >
Replies  Helpful Votes Views

0 How to downgrade the ACI-Mode OS.
by pine78 : % on 05-21-2019 06:34 PM - Latest post on 05-22-2019 06:35 AM by stcorry sk 1 0 70

. REPLY VIEWS
Cisco ACI

0 Cisco ACI contracts
by MedRT ™ on 05-22-2012 02:33 AM o a7

- REPLIES VIEWS
Cisco ACI

https://supportforums.cisco.com/t5/application-centric/bd-p/12206936-discussions-aci

vl
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Facebook Group L -

Cisco ACI User
Group

@ Public Group

Discussion
Members

Events

Many Customers and Cisco Photos
Employees Files

earch this group Q Joined v + Notifications are
Great Real World Deployment = 4 fcations | [ sh
Advice

# WritePost  [8] Add Photo/Video | AddFile [ More ADD MEMBERS
G_reha'tA vc\;/lay to meet others working B e .. e —
Wlt 4 MEMBERS f

ol A

Robert Burns

February 16
Greetings Group - We are developing a 4-hour Techtorial Session for the
upcoming Cisco Live US in June and could use your input. The session will
be a Technical Intro to ACI. Looking for comments on what topics you
think should be covered for somecne that may have little to no experience
with ACI. ACI is obviously a beast of a technology, so we're looking for

creating the best zero-to-hero type session possible using a combination
of presentation & live demos. Any input appreciated!

Great Community ©

0 Daniel Pita and 12 others 12 Comments

1l Like 8 Comment A Share

Cisco {l'l/&/ HCLUS
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Solutions Support |

One TAC team to support all
aspects of ACI

Engineers are familiar with 3
party products like VMWare

Case does not get handed off
when it is a Switching vs. Routing
Issue.

ACI Team takes ownership

i
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Complete your
online session
evaluation

o]

Cisco (l'l/a/

- Please complete your session survey

after each session. Your feedback
IS very important.

- Complete a minimum of 4 session

surveys and the Overall Conference
survey (starting on Thursday) to
receive your Cisco Live water bottle.

- All surveys can be taken in the Cisco Live

Mobile App or by logging in to the Session
Catalog on ciscolive.cisco.com/us.

Cisco Live sessions will be available for viewing
on demand after the event at ciscolive.cisco.com.
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http://ciscolive.cisco.com/us
https://ciscolive.cisco.com/

Continue your education

Demos in the

) Walk-in labs
Cisco campus

Meet the engineer
1:1 meetings

O ® Related sessions

i
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